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ABSTRACT
While individual differences in decision-making have been examined within the social sciences for several decades, they have only recently begun to be applied by computer scientists to examine privacy and security attitudes (and ultimately behaviors). Specifically, several researchers have shown how different online privacy decisions are correlated with the “Big Five” personality traits. In this paper, we show that the five factor model is actually a weak predictor of privacy attitudes, and that other well-studied individual differences in the psychology literature are much stronger predictors. Based on this result, we introduce the new paradigm of psychographic targeting of privacy and security mitigations: we believe that the next frontier in privacy and security research will be to tailor mitigations to users’ individual differences. We explore the extensive work on choice architecture and “nudges,” and discuss the possible ways it could be leveraged to improve security outcomes by personalizing privacy and security mitigations to specific user traits.

CCS Concepts
• Security and privacy → Usability in security and privacy; • Human-centered computing → Human computer interaction (HCI);

1. INTRODUCTION
“To understand or predict what a rat will learn to do in a maze, one has to know both the rat and the maze” —Hobart Mowrer [62].

Over the past two decades, system designers have discovered that many security and privacy controls were not designed with the user in mind; security and privacy problems have proliferated due to poor usability [63]. Noticing this, computer security researchers began performing interdisciplinary research to address human factors, and the field of usable security was born [94]. While usable security research has greatly benefited trustworthy computing as a whole, there continues to be one major shortcoming: systems are being made usable for the “average user,” but no one person perfectly fits this definition. Due to a high rate of variance with regard to privacy preferences [60], no one set of privacy settings will accommodate all users. Similarly, high variance among security-related behaviors (e.g., at home vs. at the workplace) is detrimental to an “average user” approach. Subsequently, current systems, when they are designed with the user in mind, are often designed to either satisfy majorities, pluralities, or the most vocal. Likewise, due to varying degrees of risk aversion, technical prowess, or attention to detail—just to name a few possibilities—no single security messaging has been shown to deter all users from engaging in risky behavior. For example, compliance rates for security warnings are usually quite low, despite significant progress being made (e.g., [22, 77, 74, 2, 27]). As a result, security mitigations can only reach local maxima when designed for human beings in general, whereas compliance is likely to improve when designed for an individual.

Given the limited amount of screen real estate that software designers have at their disposal for conveying security messages, it is simply infeasible to include multiple messages in the hope that some subset of these messages will resonate with most users. Similarly, if too much text is present in the messaging—due to the inclusion of multiple messages to appeal to multiple user types—few users are likely to read any of it. For example, Beaumont et al. showed that users are likely to ignore policies that are perceived to be overly onerous [8]. Thus, the problem is in deciding which message to present to which user: each user should encounter a limited amount of messaging, in order to limit the cognitive burden imposed upon them, but that messaging should be chosen to maximize compliance for the given user.

Psychology researchers have studied how individual differences impact decision-making [4]; literature has shown how particular behaviors are correlated with latent constructs (e.g., attitudes towards risk), and that various scales can be used to measure those constructs. If some of these constructs are also predictive of privacy preferences, then measurements of those latent constructs (e.g., using scales or observations of related behaviors) can be used to infer an individual’s privacy preferences without directly asking her. Similarly, if other constructs are correlated with security decision-making, then measurements of those constructs can be used to tailor security messaging to result in better security outcomes (e.g., warning messages that appear more salient, and are therefore more likely to be obeyed [12]).
The goal of studying individual differences in decision-making is to deepen the understanding of a certain decision-making phenomena and explore whether a certain effect is more pronounced for individuals who exhibit a high or low degree in one or more individual trait measures. For example, several studies have shown that individuals with low numeracy are less likely to understand health risks that are presented to them, and that they are more susceptible to effects of mood and how the information is presented, framed or ordered. Some preliminary evidence also exists for how individual differences predict privacy attitudes: for instance, Pedersen showed that individuals showing low self-esteem are more likely to seek solitude. System designers may be able to apply this knowledge by creating more restrictive default privacy settings for individuals who are deemed to have lower self-esteem (or vice versa).

In the marketing literature, researchers have long understood and exploited the knowledge that different people react differently to the same stimuli. For instance, Kotler and Keller outline several ways in which marketers target different “segments” of the population by modifying materials to fit target audiences. They discuss four categories of segmentation: geographic, demographic, psychographic, and behavioral. These market segmentation techniques have been in use for over 50 years. While geographic and demographic targeting of advertisements are widely known, and behavioral advertising has recently received a lot of attention in the privacy research community, fewer people are likely aware that psychographic factors are also used for segmentation. Psychographic segmentation involves targeting different groups based on their attitudes and beliefs. For instance, Issenberg reported that focus groups of undecided voters in the 2008 election were subjected to psychometric tests to determine whether certain campaign commercials were more effective at persuading “rational” versus “emotional” decision-makers (i.e., voters were segmented based on decision-making styles).

In this paper, we introduce the following new paradigm: psychographic targeting of privacy and security mitigations. We believe that users will only be able to approach making optimal privacy and security decisions if the interfaces with which they interact are specifically targeted at their individual traits, through the use of psychographic segmentation. The corollary to this is that by continuing to design for the average user, we will continue to sacrifice. Through the implementation of this paradigm, we envision a future in which systems automatically infer the traits of their users, either by directly asking them questions that can be used for segmentation, or unobtrusively through the observation and classification of their behaviors. Once traits are inferred, systems can then dynamically modify human-computer interfaces, so that the interfaces with which humans interact are tailored to their specific traits. For instance, once a system infers that the user is prone to making gut decisions (e.g., based on observations of her interactions with other types of messaging or interfaces), it may decide to dynamically alter a security warning to provoke more of a visceral reaction; whereas if it infers that the user is very calculating, it may dynamically alter the same warning to state a succinct threat model. This type of targeting is needed because neither framing by itself is likely to resonate with all users: a succinct threat model is unlikely to be read by those prone to making gut decisions and an attention-grabbing warning is unlikely to resonate with rational decision-makers if it also does not succinctly explain the threat model. Applying both frames is also unlikely to be successful as the resulting warning message might impose too great a cognitive burden for either user type to pay enough attention to understand the recommended course of action. Thus, these two groups need to be segmented and provided with tailored messaging.

As a first step towards demonstrating the feasibility and benefit of this paradigm, we have begun examining how individual differences can be used to predict privacy and security attitudes and behaviors. In this paper, we describe an initial series of experiments that we performed to show how certain individual differences are predictive of privacy and security attitudes and behaviors. Contrary to the existing literature on predicting privacy preferences using personality traits, we show that the “Big 5” model is a very weak predictor of privacy preferences, relative to other well-studied individual differences in the psychology literature. Based on this result, we argue that significant research is needed to better understand the individual differences that are most predictive of privacy and security behaviors. Finally, we discuss how these findings could be applied to future systems so that they can tailor their privacy and security mitigations to specific psychographic factors, in order to yield better privacy and security outcomes.

2. RELATED WORK

Individual differences have been previously used to predict, and explain, why different people respond differently to the same stimuli, and work on these questions has been carried out in psychology, marketing, decision-making research, and (to a limited degree) computer security.

2.1 Psychology and Marketing

Ever since Ajzen’s Theory of Planned Behavior, which posited attitudes, alongside beliefs and subjective norms, as drivers of intentions and behavior, researchers in psychology and other domains have sought to identify attitudinal and trait measures that can predict people’s behavior. For example, traits such as emotional intelligence have been shown to be strong predictors of various health-related behaviors. The Big 5 personality model, also known as the “five factor model,” is one of the most widely used personality models in the field of psychology. The five dimensions are:

- **Openness to new experiences**: the extent to which someone seeks intellectual stimulation.
- **Conscientiousness**: the extent to which someone is organized or self-disciplined.
- **Extraversion**: the extent to which someone is outgoing and enjoys socializing.
- **Agreeableness**: the extent to which someone is compassionate or empathetic.
- **Emotional Stability**: the extent to which someone is stable versus neurotic, insecure, or nervous.

Review of the correlates of personality dispositions (e.g., the Big 5 personality traits) show they are associated with happiness, physical and psychological health, quality of relationships, occupational choice, satisfaction, and performance, as well as community involvement, criminal activity, and political ideology. Marketers have recognized the value of identifying individual differences among consumers...
and, as stated earlier, target different “segments” of the population by modifying materials to fit target audiences. Accordingly, some researchers focused on discerning individual differences that could be used to customize marketing and advertising efforts (e.g., [17] [55] [37]). For example, one of the individual differences investigated has been people’s Need for Cognition (NFC) [15]. This propensity to seek and process information has been found as a strong mediator in how different people evaluate products [36], respond to different messages and persuasion methods [16], or different advertisements [93]. Relatedly, particularly effective has been the growing use of consumers’ personal information for online targeted or behavioral advertising [91]. The privacy implications of behavioral advertising aside (e.g., [61] [90] [81]), individual differences play a substantive role in how different consumers respond to different stimuli.

At its core, marketing has a lot in common with computer security. One involves writers who craft messages that they believe are very important. The goal of these writers is to use these messages to convince the general public to pay certain costs—monetary or otherwise—in order to receive potential benefits that would otherwise not be obvious to the public. The other involves mass communication via radio, television, and print.

2.2 Individual Differences in Decision-Making

Studying how individual differences affect people’s decisions has flourished in the decision-making literature in the last decade (e.g., [75]), up to the point that a Decision Making Individual Differences Inventory [1] was assembled by various researchers. This online repository contains an extensive array of individual differences measures that relate to decision style or decision approach, measures of risk attitudes and behaviors, cognitive abilities, motivational measures, personality traits, and more.

Researchers who study individual differences in decision-making seek to explore whether a certain effect, which was found to be relevant to many people in general, is, in fact, more or less pronounced for certain individuals who exhibit a high or low degree in a certain trait measure. For example, research has shown how framing the same decision in positive versus negative manners affects judgments and choices [79]. A “95% fat free” yogurt is, usually, judged as having higher quality, and chosen more often, than a “5% fat” yogurt [53]. While this has been shown to be true on average, subsequent studies have shown that, in fact, people who scored high on the “conscientiousness” measure (one of the Big 5 personality traits) were less likely to be influenced by this subtle framing, whereas those high in “agreeableness” were more likely to exhibit the effect [52]. Similarly, such framing effects have been shown to occur mostly amongst participants with high NFC [72].

Other individual differences measures have also been studied in relation to various situations and decisions. The Cognitive Reflection Task involves three puzzles intended to generate a first intuitive (but wrong) response, which is altered only upon reflection [50]. For instance:

“A bat and a ball cost $1.10 in total. The bat costs $1.00 more than the ball. How much does the ball cost?”

1http://www.sjdm.org/dmid1

2For a review of some of the measures, see Appelt et al. [4].

In this case, the correct answer is that the ball costs $0.05, whereas the incorrect “gut” response is $0.10. Individual differences in people’s ability to correctly answer these questions has been found to be related to their ability to make better inter-temporal decisions (higher patience) as well as improved consideration of decisions’ risks. The General Decision Making Style (GDMS) was designed to assess how individuals approach decisions. It distinguishes between five decision styles: a rational style emphasizes “a thorough search for and logical evaluation of alternatives;” an avoidant style emphasizes postponing and avoiding decisions; a dependent style emphasizes “a search for advice and direction from others;” an intuitive style emphasizes “a reliance on hunches and feelings,” and a spontaneous style emphasizes “a sense of immediacy and a desire to get through the decision-making process as soon as possible” [71]. The GDMS has been found to predict various outcomes such as job satisfaction [7] and choice of a college major [31], to name just a couple of examples. Another example is the Domain-Specific Risk-Taking (DoSpeRT) scale [10], which assesses people’s propensity to engage in various types of risky behavior in different domains: financial, health/safety, recreational, ethical, and social. This scale has been used to predict various risk-related behaviors in various domains such as investments for retirement [33], alcohol misuse [20], and so forth. These examples illustrate how researchers are more and more engaged in searching for possible mediators and explaining factors that could explicate the mechanisms underlying decision-making phenomena.

2.3 Choice Architecture and Nudges

A sub-field in decision-making research focuses on how parameters of the choice architecture (e.g., framing, order, defaults, etc.) impact people’s choices [78]. In a recent review [43], several general “tools” or “nudges” have been identified as effective in promoting safer, healthier, more beneficial, or more moral choices and behaviors. For example, the use of defaults has been shown to promote better investment and pension decisions [50], as well as enrollment in organ donation programs [12].

Although defaults have a considerable impact on people’s choices and behavior, Johnson et al. suggested that some choice architecture tools could be employed better when certain characteristics of the decision-maker are known [13]. For example, nudging home-owners to reduce energy use by showing how they compare against their neighbors only impacted liberal, and not conservative, households [18]. Some work has indeed followed this direction. For example, a stream of research has focused on identifying the people who are more likely to better comprehend information relating to risks (mainly numerical information relating to health risks) and developed a scale of “numercy” that measures people’s ability to understand and use numerical information [54]. Several studies have shown that individuals with low numercy are less likely to understand health risks that are presented to them, and that they are more susceptible to effects of mood and how the information is presented, framed or ordered [88]. Additionally, low numercy participants seem to take less advantage of numerical information presented to them and thus make suboptimal decisions [68]. The implications of this are that nudges should be tested on various different populations, and once a nudge is revealed to have higher potency among specific populations, a more

For a review of some of the measures, see Appelt et al. [4].
"targeted" nudging approach could be employed, and is expected to produce better results. We hypothesize that many of these effects also apply to security decision-making (e.g., low numeracy individuals may require different security warnings than high numeracy individuals).

2.4 Security Mitigations and Nudges

Several models have been proposed to help analyze why humans make poor security decisions (e.g., [80, 21]), and researchers have used these models to offer recommendations. For instance, Wu et al. showed that passive notifications can be ignored when they are not at users' loci of attention [88]. Egelman et al. showed that when less-frequent high-risk warnings appear similar to frequent low-risk security warnings, users start to ignore both [22]. Felt et al. showed that smartphone permission warnings are overlooked because they occur too frequently and with poor timing [26]. Egelman and Schechter showed that when a clear threat model is not communicated, users may not believe a risk applies to them [24]. In this vein, usable security research has greatly improved the security interventions to which users are exposed.

At the same time, the improvements that the aforementioned studies yielded, while statistically significant over the status quo, still leave much to be desired. For instance, Sunshine et al. observed that click-through rates on certificate warnings were reduced from 90% to around 50%, when those warnings were designed following usable security guidelines [77], which suggests that half the population are still likely to become victimized. Reeder et al. showed that user-centric access control policy authoring interfaces can increase accuracy from 57% to 84% [67]. However, most of this usable security research has focused on improving security by examining average human behavior and offering guidance for how interfaces used by all users could be improved. It is possible (indeed, likely) that the average gains are small because the improvements were only effective on a subset of users. For instance, Felt et al. found that by adding a picture of a criminal to the Chrome SSL warning, click-through rates significantly decreased from 67.9% to 66.5% [27]. It is possible that the reason for this small average effect was that the new imagery only resonated with a small percentage of the population, and therefore different imagery should be shown to the rest of the population. It is also possible that the change increased compliance for one subset of the population, while decreasing it for another subset. We posit that further gains can be made by differentiating users according to individual traits and offering different intervention designs based on those traits, similarly to how marketers use segmentation to better target advertisements to those most receptive to a particular message.

Moreover, we posit that security and privacy mitigations could be improved in two substantial ways. First, applying lessons from the choice architecture and decision-making literature to design and implement security and privacy mitigations could improve the effectiveness of these interventions. Indeed, some studies have already employed the nudging paradigm to privacy and security (e.g., [85, 6, 84, 83, 3]). While these studies have effectively used nudges, there is still much to be explored and learned; we believe that a more comprehensive, theory-driven approach to the design and implementation of security and privacy nudges could prove more successful.

The second manner by which security and privacy mitigations could be improved, we argue, is by tailoring them according to users' individual differences. This approach has been successfully used in other domains, such as decision-making and marketing (as previously outlined), but has rarely been applied to security or privacy behavior. One recent study suggested individual differences may indeed play a role in certain security choices, such as choosing a wireless network, and presented preliminary results that certain nudges may work better on non-experts than on experts [40]. Both Arianzehad et al. and Kelley et al. showed that experts examine security cues differently than non-experts [5, 47]. Xu et al. showed that privacy behaviors and intentions in organizational settings are mediated by individual concern levels [89]. Finally, both Garg et al. and Blythe et al. showed that risk communication should be targeted based on demographic factors [32, 12]. Although these studies are relevant to our work, we are not aware of any other research to tailor privacy and security mitigations based on psychographic individual differences.

Most related to this new paradigm, others have examined how privacy preferences may be predicted by using the Big 5 model. For instance, Junglas et al. found that agreeableness, conscientiousness, and openness to new experiences all correlate with an individual's concern for using location-based services [46]. Korzaan and Boswell found that agreeableness correlated with “concern for information privacy” [45]. These correlations go beyond self-reported privacy concerns, and can also be observed with regard to behaviors: Gou et al. found that aspects of users' public Twitter tweets can be used to infer their Big 5 dimensions [45].

Although researchers have examined the relationship between privacy attitudes and personality, there is little (if any) research about how other individual differences—beyond the Big 5 traits—predict people's privacy attitudes and behaviors. In fact, as we show in the next section, the Big 5 traits are very weak predictors of privacy attitudes, relative to other well-studied individual differences in the psychology literature. Exploring the effect of individual differences on self-disclosure behaviors and preferences may lead to systems that better empower users to act according to their stated privacy preferences. Similarly, since we are unaware of any previous research that has examined how security attitudes and behaviors may correlate with individual differences, we believe that exploring this may lead to higher compliance rates with security messaging.

3. PREDICTING PRIVACY ATTITUDES

We conducted two experiments to correlate psychometrics with privacy attitudes and behaviors. First, we examined whether personality traits—as measured by the Big 5 model—correlate with privacy preferences and privacy-preserving behaviors. Subjects completed the Ten Item Personality Inventory (TIP) [64], which we found to weakly correlate with privacy attitudes and privacy-preserving behaviors. Next, we performed a followup experiment to show that constructs relating to risk-taking and decision-making style are much stronger predictors of privacy attitudes. The results of these experiments suggest that psychographic segmentation of privacy and security mitigations is feasible, and that performing this segmentation based on decision-making and risk-taking attitudes is a reasonable starting point.
3.1 Experiment 1: Personality

Our first experiment focused on personality traits (i.e., the Big 5 model [19]) as potential predictors of privacy preferences and behaviors. While we observed that personality traits correlate with preferences and behaviors, consistent with prior research, the overall predictive value is quite low. In this section, we describe our method and result.

3.1.1 Method

In this experiment, participants completed a personality test, as well as several different privacy metrics, which measured both stated preferences (i.e., privacy attitudes) and observed behaviors (i.e., participants’ willingness to disclose private information about themselves). The order in which they completed each test was randomized, as was the question ordering within each test.

We measured participants’ personality dimensions using the Ten Item Personality Index (TIPI) [34], a 10-question survey instrument featuring two questions per personality dimension [6]. Each question is answered using a Likert scale. We used the five dimensions as independent variables in a regression, which also included demographic factors (i.e., gender, income, and education level) as covariates. Thus, each regression model featured eight independent variables.

Our dependent variables consisted of various privacy attitudes and behavior metrics. We examined privacy attitudes using the Privacy Concerns Scale (PCS) [14]. The PCS is a set of 16 Likert-scale questions used to evaluate privacy attitudes on a unidimensional scale with regard to how concerned Internet users are with various scenarios involving misuse of personal information. We also used both the Westin Index [51] and the Internet Users Information Privacy Concerns (IUIPC) scale [57]. The Westin Index measures consumers’ general attitudes about privacy using 3 Likert-scale questions that segment the population into three categories: “Fundamentalists,” “Pragmatists,” and the “Unconcerned.” Despite being used for several decades, researchers have recently raised questions about its validity [50].

The IUIPC scale features 10 Likert-scale questions evaluated across three dimensions: control over personal information (“Control”), awareness of privacy practices (“Awareness”), and data collection concerns (“Collection”). Finally, we measured privacy behaviors by examining participants’ self-disclosure behaviors two different ways. First, we used the 10-item Strahan-Gerbasi version of the Marlowe-Crowne Social Desirability Scale (SDS) [76]. The SDS measures social desirability bias, which is the propensity for people to respond to questions in ways that make them appear more desirable to others. To that end, the scale features 10 true/false statements; half reflect rare socially desirable behaviors (e.g., “I am always a good listener”), whereas the other half reflect common socially undesirable behaviors (e.g., “I sometimes try to get even rather than forgive and forget”). We coded the SDS responses by adding the number of “true” responses to socially undesirable traits with the number of responses of “false” to socially desirable traits. Thus, self-disclosure scores ranged from 0 to 10.

Our second metric for self-disclosure behaviors was an unethical behaviors scale developed by John et al. [41]. This scale included 14 items about unethical or immoral behaviors (e.g., “Have you ever stolen anything worth more than $25?”) to which participants could respond from 1 (never) to 5 (many times) or skip the item if they wished not to answer it. We followed John et al. and coded responses for all items in terms of “Affirmative Admissions Rates” (AARs) [41], which represented the frequency with which participants reported engaging in the unethical or immoral behaviors (i.e., not selecting “never” or skipping the item). We examined the correlation between AARs and SDS scores ($r = 0.243, p < 0.0005$) and observed that because they were correlated, the AARs were likely measuring both participants’ willingness to admit to unethical behaviors, as well as their actual propensity to engage in them.

To examine whether and how personality traits (measured by the TIPI) predict privacy attitudes and self-disclosure, we ran multiple regression analyses using TIPI, gender, education level and income level as predictors on the following dependent variables: PCS, IUIPC (both overall and the 3 sub-scales), Westin Index, disclosure of socially undesirable traits (SDS) and disclosure of unethical behavior (AARs).

To minimize the likelihood of participants selecting responses to questions at random, we included two attention-check questions. First, the beginning of the survey featured the following instructions and questions:

```
This study requires you to voice your opinion using the scales below. It is important that you take the time to read all instructions and that you read questions carefully before you answer them. Previous research on preferences has found that some people do not take the time to read everything that is displayed in the questionnaire. The questions below serve to test whether you actually take the time to do so. Therefore, if you read this, please answer ‘three’ on the first question, add three to that number and use the result as the answer on the second question. Thank you for participating and taking the time to read all instructions.

I would prefer to live in a large city rather than a small city. [Strongly disagree (1), (2), (3), (4), (5), (6), Strongly agree (7)]

I would prefer to live in a city with many cultural opportunities, even if the cost of living was higher. [Strongly disagree (1), (2), (3), (4), (5), (6), Strongly agree (7)]
```

We gave participants two opportunities to select “3” and “6,” respectively. Upon answering incorrectly a second time, we disqualified them from completing the survey. Additionally, we included an 11th item within the SDS questions: I do not read the questions in surveys. We filtered out participants who responded “true” to this question post hoc.

We recruited 500 participants from Amazon’s Mechanical Turk who were over 18, based in the U.S. (to control for language and culture), and with previous task completion rates above 95%. After filtering out 43 responses (8.6% of 500 based on the second attention-check question (i.e., those who incorrectly answered the first attention-check question were unable to submit the survey), we were left with a sample of 457 valid responses. This of course created a selection bias: we can only report on those who paid attention during

---

3 The TIPI is one of the most frequently used instruments for measuring the Big 5 traits in the psychology literature, with over 2,000 citations.
the experiment, and therefore leave it as future work to determine how to study those who do not diligently complete online tasks without supervision.

Of our sample, 58.2% were male, and the mean age was 32.91 (σ = 11.19). Most participants had either completed high school (33%) or held a bachelor’s degree (33.3%) or an associate’s degree (15.5%). Median income category was $35K-$50K and the majority of participants (79%) reported an income lower than $75K per year.

3.1.2 Results

We performed Principal Component Analysis (PCA) to verify each scale’s dimensionality and determined internal reliability using Cronbach’s α. PCA with Varimax rotation on the PCS showed two components with eigenvalues greater than 1 that predicted 58.72% of the total variance. However, the second component only added 8.26% to the predicted variance and the reliability of the entire scale was high (α = .933) so we treated it as measuring one factor, as prescribed by Buchanan et al. [14]. Regarding the IUIPC, PCA showed the three original components predicted 75.18% of the total variance: Control (α = .792), Awareness (α = .776), and Collection (α = .908). We noted that one item was cross-loaded on Collection (.495) and Awareness (.455). Based on the recommendations of Matsunaga [59], we retained the original structure (keeping the item with its intended factor, Awareness). The Westin Index showed adequate reliability (α = .692), and we did not assess the internal reliability of the TIP1, as its authors recommend against it [34].

Table 1 summarizes our regression analyses. As can be seen, the Big 5 personality traits had a low predictive ability towards the privacy scales, and the total predicted variance was less than 10% for all dependent variables. Among the personality sub-scales, only Agreeableness predicted the PCS (along with income level): Openness to new experiences was the highest and most stable predictor of IUIPC (overall and all sub-scales), followed by Conscientiousness (which predicted Awareness and Collection, but not Control), Agreeableness (which predicted only Awareness) and Extraversion (which predicted Control). Agreeableness also predicted SDS, followed by Conscientiousness, which also predicted AARs, as did Openness and income level.

For the Westin Index, which classifies individuals into three groups, we performed a multinomial regression analysis with the same predictors. Only education level showed a significant result in predicting classification to the three groups (χ²(14) = 23.95, p = .046), while none of the other variables showed any significant prediction. This corroborates prior research showing that the Westin Index is a poor predictor of privacy preferences or behaviors [57], and therefore we decided to not consider it further.

That the Big 5 model is a poor predictor of privacy attitudes and behaviors is not a surprise. Others showed that the Big 5 is unable to predict specific attitudes and behaviors because it only measures coarse concepts [45, 11, 20]. Due to this shortcoming, we see little reason to believe that it would be any better at predicting security attitudes and behaviors (vis-à-vis privacy). As a result, we hypothesized that more granular measures from the decision-making literature may prove to be better predictors.

3.2 Experiment 2: Decision-Making

Based on the low predictive value of the Big 5 model on privacy attitudes and behaviors, we performed a second experiment that focused on individual differences in decision-making as potential predictors of privacy attitudes. Overall, we observed that decision-making style and risk-taking attitudes were much better predictors.

3.2.1 Method

We made three changes from our first experiment. First, we did not include the Westin Index, as it performed poorly compared to the other privacy attitudes scales. Second, we also chose not to include behavioral tendency measures (such as the SDS and admissions to unethical behaviors) and focused solely on privacy attitudes scales (i.e., the PCS and IUIPC). Finally, we decided to use decision-making psychometrics as our predictors: Need for Cognition (NFC) [15], the General Decision Making Style (GDMS) scale [71], and the Domain Specific Risk Attitude (DoSpeRT) scale [10].

NFC is a unidimensional scale that measures tendency to engage in “thoughtful endeavors” [15]. The GDMS scale measures decision-making style across five dimensions (rational, avoidant, dependent, intuitive, and spontaneous) [24]. The DoSpeRT measures attitudes towards engaging in risks across five dimensions [10]: financial, health/safety, recreational, ethical, and social. Just as before, the order of all questionnaires was randomized between participants.

We recruited a new cohort of 500 participants from Amazon’s Mechanical Turk and required that they had not participated in the previous experiment. Using the same screening requirements as in our previous experiment, we filtered out 4 responses (0.8% of 500) and were left with a sample of 496. Half (51%) of participants were male, and the mean age was 35.33 (σ = 11.6). Most participants had either completed high school (33%) or held a bachelor’s degree (33.5%) or an associate’s degree (17.3%). Median income category was $25K-$50K and the majority of participants (87%) reported an income lower than $75K per year. These demographics are very similar to those of our initial experiment.

3.2.2 Results

We first analyzed our data in terms of scale reliability. As before, PCS showed high reliability (α = .936). A confirmatory PCA on IUIPC showed the original three factors (this time all items loaded highest on their predicted factor), and the factors showed high reliability (α = .805, .829, and .908 for Control, Awareness and Collection, respectively). NFC also showed high reliability (α = .952). A confirmatory PCA on GDMS showed that the original five factors all had an eigenvalue larger than 1 and predicted a total of 68.18% of the variance. The factors included the different decision-making styles labeled Rational (α = .787), Avoidant (α = .918), Dependent (α = .809), Intuitive (α = .897), and Spontaneous (α = .863). For the DoSpeRT, a confirmatory PCA showed the original five factors which had an eigenvalue larger than 1 and predicted 53.44% of the total variance: Ethical risk-taking (α = .772); Health/Safety risk-taking (α = .737); Recreational risk-taking (α = .846); Social risk-taking (α = .744); Financial risk-taking (α = .831). Thus, we concluded that our data were reliable, and we proceeded to build our regression models.
question company policies about how personal information is handled. Similarly, those who take fewer health and safety risks are more likely to have stronger concerns about their online privacy.

Comparing the results of our two experiments, we can see that the second model has better fit; averaged across all five dependent variables, the coefficient of determination \( R^2 \) was over three times as large in the second model, relative to the first. Thus, future research to predict privacy attitudes and behaviors should probably focus on decision-making psychometrics, rather than the Big 5 model.

4. DISCUSSION

Continuing our preliminary work, our goal is to design security systems that can take advantage of individual differences to present privacy and security mitigation designs that are optimized for individual users. Exploring the paradigm of “psychographic targeting of privacy and security mitigations” will require answering several questions, including:

Table 1: Regression analysis with privacy preferences/behaviors as dependent variables and the Big Five personality traits as independent variables, controlling for demographic factors. Numbers in parentheses show the p-value; values in bold are statistically significant at the .05 level.

<table>
<thead>
<tr>
<th>PCS</th>
<th>Overall</th>
<th>Control</th>
<th>Awareness</th>
<th>Collection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extraversion</td>
<td>-0.002</td>
<td>-0.085</td>
<td><strong>-0.108</strong></td>
<td>-0.066</td>
</tr>
<tr>
<td>Agreeableness</td>
<td>0.120</td>
<td>0.060</td>
<td>0.029</td>
<td><strong>0.126</strong></td>
</tr>
<tr>
<td>Conscientiousness</td>
<td>0.092</td>
<td>0.110</td>
<td>0.083</td>
<td><strong>0.099</strong></td>
</tr>
<tr>
<td>Emotional Stability</td>
<td>-0.102</td>
<td><strong>0.110</strong></td>
<td>-0.107</td>
<td>-0.092</td>
</tr>
<tr>
<td>Openness</td>
<td>0.074</td>
<td><strong>0.249</strong></td>
<td><strong>0.245</strong></td>
<td><strong>0.231</strong></td>
</tr>
<tr>
<td>Income level</td>
<td>-0.099</td>
<td>0.059</td>
<td><strong>0.129</strong></td>
<td>0.042</td>
</tr>
<tr>
<td>Education level</td>
<td>-0.003</td>
<td>0.050</td>
<td>0.051</td>
<td>0.010</td>
</tr>
<tr>
<td>Male</td>
<td>-0.091</td>
<td>-0.069</td>
<td>0.008</td>
<td><strong>-0.095</strong></td>
</tr>
</tbody>
</table>

Table 2: Regression analysis with privacy attitudes as dependent variables and decision-making psychometrics as independent variables, controlling for demographic factors. Numbers in parentheses show the p-value; values in bold are statistically significant at the .05 level.

<table>
<thead>
<tr>
<th>PCS</th>
<th>Overall</th>
<th>Control</th>
<th>Awareness</th>
<th>Collection</th>
</tr>
</thead>
<tbody>
<tr>
<td>NFC</td>
<td>-0.038</td>
<td>(0.467)</td>
<td>-0.03</td>
<td>(0.54)</td>
</tr>
<tr>
<td>GDMS-Intuitive</td>
<td><strong>0.175</strong></td>
<td>(0.001)</td>
<td><strong>0.149</strong></td>
<td>(0.002)</td>
</tr>
<tr>
<td>GDMS-Rational</td>
<td><strong>0.252</strong></td>
<td>(&lt;0.001)</td>
<td><strong>0.315</strong></td>
<td>(&lt;0.001)</td>
</tr>
<tr>
<td>GDMS-Avoidant</td>
<td>0.076</td>
<td>(0.142)</td>
<td>0.001</td>
<td>(0.977)</td>
</tr>
<tr>
<td>GDMS-Dependent</td>
<td><strong>0.102</strong></td>
<td>(0.044)</td>
<td>-0.01</td>
<td>(0.831)</td>
</tr>
<tr>
<td>GDMS-Spontaneous</td>
<td>0.000</td>
<td>(1.000)</td>
<td>0.008</td>
<td>(0.895)</td>
</tr>
<tr>
<td>RT-Ethical</td>
<td>0.078</td>
<td>(0.215)</td>
<td><strong>-0.125</strong></td>
<td>(0.034)</td>
</tr>
<tr>
<td>RT-Health/Safety</td>
<td><strong>-0.213</strong></td>
<td>(0.001)</td>
<td>-0.105</td>
<td>(0.090)</td>
</tr>
<tr>
<td>RT-Recreational</td>
<td><strong>0.116</strong></td>
<td>(0.040)</td>
<td>-0.003</td>
<td>(0.949)</td>
</tr>
<tr>
<td>RT-Social</td>
<td>0.072</td>
<td>(0.164)</td>
<td><strong>0.259</strong></td>
<td>(&lt;0.001)</td>
</tr>
<tr>
<td>RT-Financial</td>
<td>0.032</td>
<td>(0.559)</td>
<td>-0.09</td>
<td>(0.082)</td>
</tr>
<tr>
<td>Male</td>
<td><strong>-0.121</strong></td>
<td>(0.009)</td>
<td>-0.039</td>
<td>(0.363)</td>
</tr>
<tr>
<td>Education level</td>
<td>0.005</td>
<td>(0.919)</td>
<td>-0.032</td>
<td>(0.454)</td>
</tr>
<tr>
<td>Income level</td>
<td>0.02</td>
<td>(0.665)</td>
<td>-0.054</td>
<td>(0.215)</td>
</tr>
</tbody>
</table>

F <0.001 | 11.120 | (<0.001) | 8.123 | (<0.001) | 13.58 | (<0.001) | 5.385 | (<0.001) | Adjusted \( R^2 \) | .113 | .230 | .174 | .270 | .114

Table 3: Summarizes the results of multiple regression analyses conducted on all dependent variables (PCS, IUIPC overall and sub-scales) with the NFC, GDMS sub-scales, and DoSpelIT sub-scales as predictors, alongside gender, education and income level as covariates. While NFC did not show a significant correlation with any of the privacy attitudes scales, two GDMS styles significantly predicted privacy attitudes on (almost) all scales: Intuitive and Rational. Given the positive standardized coefficients (between 11% and 27% of variance explained), this suggests that stronger privacy attitudes are the result of rational decision-making, as well as people having “gut feelings” about not wanting to divulge information.
1. Which psychographic segments should be targeted (i.e., what are the individual differences around which privacy and security mitigations should be targeted)?

2. How can the segmentation be performed automatically without active user involvement (i.e., designing systems to automatically infer their users’ traits)?

3. How can knowledge of a user’s individual differences be abused, and how might this be prevented?

4. Which privacy and security mitigations are most likely to benefit from being tailored to individual traits?

In the remainder of this section, we discuss three research goals that will help answer these questions:

1. Researchers need validated tools for measuring users’ security attitudes so that future studies can control for users’ behavioral intentions.

2. Based on the choice architecture literature that we reviewed in Section 2, researchers need to identify the trait measures that are most predictive of privacy and security behaviors.

3. Researchers need to perform experiments to empirically examine how particular privacy and security mitigations can be tailored based on knowledge of individual differences.

4.1 Goal 1: Measuring Security Attitudes

In order to study the impact of tailoring of security mitigations based on psychographic segmentations, experiments will need to isolate how much of the resulting effects are due to targeting a particular mitigation at a particular trait-measure versus other confounding factors. Whereas demographic traits can be measured and factored into our models (e.g., using demographic surveys or via participant recruitment), participants’ security intentions also need to be considered. For instance, without understanding whether or not a participant intended to engage in “good” security behavior, it is impossible to say whether her failure to comply with security messaging was because “it did not speak to her” (i.e., poor targeting) or because she simply does not care about good security practices (i.e., low intentions). Being able to measure the extent to which individuals strive to engage in good security practices will allow researchers to further isolate the effect of targeting different mitigation designs to different psychographic segments. Similarly, having low security intentions may be due to lack of knowledge (of other safer alternatives, for example) or lack of control. Therefore, the ability to measure security behavior intentions will also allow researchers and practitioners to target mitigations to those who are most vulnerable.

While several scales exist for measuring privacy attitudes, we are unaware of any similar scales for measuring security attitudes. Thus, we developed a new scale, which we are calling the Security Behavior Intentions Scale (SeBIS) [23]. We created SeBIS by building a corpus of expert security advice offered to end-users, which we accumulated by examining several sources, ranging from the support websites of various large ISPs (e.g., Verizon [82]) to the U.S. Computer Emergency Readiness Team (US-CERT) [80]. We iteratively modified and removed items, such that the resulting 16 items exhibited desirable psychometric properties: wide applicability, high variance, and high reliability. Each item is a statement about whether the respondent engages in a particular behavior and is scored on a 5-point Likert scale (“never,” “rarely,” “sometimes,” “often,” and “always”). Factor analysis yielded 4 dimensions:

- **Device Securement**: Locking screens (e.g., on smartphones or desktops) when not in use.
- **Passwords**: Using strong unique passwords.
- **Proactive Awareness**: Using contextual cues, such as examining the URL bar.
- **Updating**: Keeping software patched and up-to-date.

These four dimensions provide focus areas for improving different types of security mitigations through psychographic segmentation: nudges to motivate users to lock their devices, choose strong and unique passwords, obey security warnings, and apply software updates in a timely manner. Additionally, while the scale shows high variance, consistency over time, discriminant validity, and internal reliability, studies are still needed to better understand how predictive it is of behaviors. While our initial research shows that correlations exist between individual differences in the psychology literature and security intentions, as measured by SeBIS, and can be used to model how users might respond to various security mitigations, there are still many unanswered research questions. Future research is needed to demonstrate how these findings can be applied by building systems with security mitigations that adapt to the individual user.

Specifically, research is needed to determine whether or not the Security Behavior Intentions Scale (SeBIS) can predict computer security behaviors. If so, it should be used as a covariate in future experiments of security behaviors. Similarly, if we observe no correlation between intentions (as measured by SeBIS) and behaviors, then we can be reasonably assured that our future experiments will not be confounded by users’ intentions and routine behavior. Some of the experiments that we envision may attempt to correlate “device securement” sub-scale scores with participants’ usage of screen locking on their desktop/laptop computers, as well as whether they use a PIN/passcode to lock any smartphones or tablets that they own. Other experiments might attempt to correlate “passwords” sub-scale scores with the relative strength of participants’ passwords and their password reuse rates across different websites; additional experiments will be targeted at the “proactive awareness” and “updating” sub-scales, as well. In this manner, we can empirically determine the types of security behaviors that SeBIS is able to predict across each of its four dimensions.

Toward this end, we have already begun to examine these correlations using the Security Behavior Observatory (SBO), which is a panel of home computer users who have consented to having their systems instrumented [29]. Using SBO data from 50 households, we observed that the SeBIS “updating” sub-scale is significantly correlated with whether or not panelists had taken responsibility for installing anti-virus (Spearman’s ρ = 0.531, p < 0.0005) or firewall (ρ = 0.338, p < 0.027) software. None of the other sub-scales were correlated with this behavior (i.e., it exhibited discriminant validity). We similarly plan to validate the other SeBIS dimensions with observations of security behaviors collected through further SBO instrumentation, and expect others to perform similar experiments in other environments. For instance, one might attempt to correlate “securement” scores with whether users log out of the computer when finished using it, or set it to automatically lock after a certain timeout.
period; one might attempt to correlate “passwords” scores with the breadth and strength of users’ passwords (Florencio and Herley show how this data can be captured in a privacy-preserving manner [28]).

4.2 Goal 2: Identify Psychographic Segments

The brunt of implementing this new security paradigm relies on examining how various privacy and security mitigations can be improved based on knowledge of individual differences. To obtain that, research is needed to develop a corpus of different versions of security mitigations and nudges that could be used in a personalized manner. In parallel, others will need to collate a series of individual differences measures that could be used to tailor security mitigations and nudges to individual users. Finally, a network of relationships will need to be identified to connect each individual difference measure with one (or more) tailored versions of the security mitigation.

From our previous work [23], the five psychometrics that were predictive of SeBIS scores are candidates for inclusion in the preliminary corpus: Need for Cognition (NFC) [15], the Domain Specific Risk Attitude (DoSpeRT) scale [10], the General Decision Making Style (GDMS) scale [71], the Barratt Impulsiveness Scale (BIS) [64], and Consideration for Future Consequences (CFC) [44]. From these scales, several hypotheses present themselves for how different mitigations might be made more effective for various segments of the population. To give a few examples:

- $H_1$: When risks are framed in terms of economic costs, users measuring low on DoSpeRT-Economic (i.e., less likely to engage in economic risks) will improve their security behaviors at higher rates than users measuring high on DoSpeRT-Economic.
- $H_2$: When mitigations use social pressure, users measuring high on GDMS-Dependent will improve their security behaviors at higher rates than users measuring low on GDMS-Dependent.
- $H_3$: When mitigations provide detailed information about why the user should behave a certain way, users measuring low on NFC will improve their security behaviors at lower rates than users measuring high on NFC, because the former are unlikely to read large amounts of text. As a result, when mitigations focus only on attention-grabbing irrelevant cues (e.g., bright colors, flashing warnings, etc.), users measuring low on NFC will improve their security behaviors at higher rates than users measuring high on NFC.
- $H_4$: When mitigations provide potential future consequences of noncompliance, users measuring low on CFC will improve their security behaviors at higher rates than users measuring high on CFC.

For instance, to evaluate $H_2$, researchers may create a message during the configuration of a new smartphone that informs participants about the number of their peers who also lock their phones (e.g., using a PIN). Similarly, when encountering web browser phishing warnings during another experiment, researchers may enumerate the number of other people who chose to obey the warnings. Previous research has examined the concept of social navigation for security decisions with varying success (e.g., [9, 25]). We hypothesize that these results have been mixed because the researchers failed to control for dependent decision-making among their participants. Users testing low on NFC (i.e., less curious individuals) may be less likely to update their software when given a verbose list of benefits and details ($H_3$).

These hypotheses are given as illustrating examples and, as previously mentioned, a considerable amount of effort is needed to generate theory- and evidence-based hypotheses, integrating theories and findings from related studies of the nature and impact of these individual differences from domains such as psychology, marketing, or decision-making.

4.3 Goal 3: Validating Tailored Mitigations

In order to determine the causal impact of personalized security mitigations, and the mediating role of the individual differences, researchers will need to conduct several experiments and studies directed at firmly testing each of the hypotheses generated by the preceding goal. In each experiment, we expect that several versions of a mitigation will need to be examined, each aimed at a different sub-group defined by the individual difference measure, as well as a control condition that does not include any tailoring, which can be used evaluate the relative effects of each treatment condition across participants (controlling for segmentation).

These experiments will need to test the impact of tailored mitigations for each type of security mitigation. While we theorized about different types of mitigations that may benefit from tailoring based on the 4 SeBIS dimensions, we expect researchers to explore the full spectrum of privacy and security mitigations that may be able to benefit from individualization. We believe that the ultimate goal of research in this area will be in understanding which individual differences should, or should not, be used to tailor security mitigations, how such personalization can be achieved, and the relative effectiveness of each type of personalization on compliance with security mitigations and the subsequent promotion of secure environments.

4.4 Additional Challenges

If we are able to achieve the goals outlined in this section, and personalized security mitigations become widely deployed, additional challenges will remain. Currently, we live in a world where everyone receives the same security messaging and interfaces. If different people receive different messaging and interfaces, some may express concern over the fact that their computer’s user interface does not look like that of their friends. This may especially pose problems when experts attempt to offer remote assistance to the less savvy (i.e., their descriptions may not actually match what the user sees). Similarly, some users may express concern over why they are receiving one particular message over a different one; for example, some may take offense if they infer that their computer has determined that they are impulsive or are incurious (e.g., low NFC).
Of course, these are not new issues; personalization has been applied to other areas of computing over the past two decades. For example, when the Tivo was released, many people expressed concern over the types of programs it recommended for them [2]. “My computer thinks I’m stupid” may replace “my Tivo thinks I’m gay.” More broadly, these types of personalized systems will create many future discussions about ethics. For instance, are people being unfairly manipulated? What degree of notice and control should they be given? Can an attacker use knowledge of a user’s inferred traits to craft more effective attacks, and how can we prevent this? These questions will need to be addressed as these types of systems become more and more prominent.

5. CONCLUSION

In this paper, we introduce the new paradigm of psychographic segmentation, as it applies to privacy and security mitigations. These principles have long been understood and applied in the marketing domain: advertisement campaigns are made more effective by segmenting the population based on various characteristics, and then providing each segment with different messaging based on its characteristics. We are not aware that these principles have been applied to privacy and security messaging.

Through our initial experiments, we show that privacy attitudes can be predicted by examining several well-studied psychometrics from the psychology literature. While previous research has shown that personality traits are predictive of privacy attitudes (e.g., the Big 5 model), we show that individual differences pertaining to decision-making and risk-taking are much stronger predictors. The purpose of this preliminary work is to illustrate how an individual’s privacy and security attitudes can be predicted based on well-studied individual differences in the psychology and decision-making literature. We believe that these findings form the basis for a research agenda into improving privacy and security outcomes by tailoring mitigations around individual differences.

In the future, we envision that systems will be designed to automatically infer “what works” for a given user, in terms of how messaging should be framed, and then dynamically modifying that messaging accordingly.
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