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Abstract—The dominant privacy framework of the information age relies on notions of “notice and consent.” That is, service providers will disclose, often through privacy policies, their data collection practices, and users can then consent to their terms. However, it is unlikely that most users comprehend these disclosures, which are due in no small part to ambiguous, deceptive, and misleading statements. By comparing actual collection and sharing practices to disclosures in privacy policies, we demonstrate the scope of the problem.

Through analysis of 68,051 apps from the Google Play Store, their corresponding privacy policies, and observed data transmissions, we investigated the potential misrepresentations of apps in the Designed For Families (DFF) program, inconsistencies in disclosures regarding third-party data sharing, as well as contradictory disclosures about secure data transmissions. We find that of the 8,030 DFF apps (i.e., apps directed at children), 9.1% claim that their apps are not directed at children, while 30.6% claim to have no knowledge that the received data comes from children. In addition, we observe that 10.5% of 68,051 apps share personal identifiers with third-party service providers, yet do not declare any in their privacy policies, and only 22.2% of the apps explicitly name third parties. This ultimately makes it not only difficult, but in most cases impossible, for users to establish where their personal data is being processed. Furthermore, we find that 9,424 apps do not use TLS when transmitting personal identifiers, yet 28.4% of these apps claim to take measures to secure data transfer. Ultimately, these divergences between disclosures and actual app behaviors illustrate the ridiculousness of the notice and consent framework.

I. INTRODUCTION

Data protection and privacy regulations are largely informed by the Fair Information Practice Principles (FIPPs) – a set of practices governing the collection and usage of personal information by different entities [21]. Central to FIPPs, and privacy regulations more generally, are the principles of transparency and choice, which are often presented as “notice and consent,” or informed consent. In the context of online privacy, service providers (such as websites or mobile applications) are often required to disclose their information collection practices to users and obtain their consent before collecting and sharing personal information. The most common mechanism of achieving this is by having the users consent to a privacy policy presented by the service provider.

Literature has demonstrated limitations of “notice and consent” [5], [8], [9], [24], [38] and recent regulations, such as the EU General Data Protection Regulation (GDPR) and California Consumer Privacy Act (CCPA), further require online services to provide users comprehensive information on data collection and sharing practices. Such information includes the type of personal information collected and shared, the purpose of the collection (in some cases), and the category of the recipient of the information [1], [14]. Such notice requirements play an important role in the mobile app ecosystem, where commonly used operating system permissions may inform users about potential data collection, but do not provide any insight as to who is the recipient, and for what purpose the information is collected.

Yet absent stringent enforcement actions, online services often draft privacy policies vaguely and obscurely, rendering the informed consent requirement ineffective. Moreover, scholarship has demonstrated privacy notices are often written at a college reading level, making them less comprehensible to average users [2], [17], [19], [35]. Even if privacy policies were more comprehensible, prior work suggested that users would still need to spend over 200 hours per year on average reading every privacy policy associated with every website they visit [25]. It comes as no surprise, therefore, that in reality, very few users choose to read privacy notices in the first place [26], [28], [31].

Our work aims to further demonstrate the inadequacy of privacy policies as a mechanism of notice and informed consent, focusing on Android smartphone applications (“apps”). Literature has shown questionable privacy behaviors and collection practices across the mobile app ecosystem [34]. This paper explores whether such specific questionable collection practices are represented in the privacy policies and disclosed to users. While past work has focused separately on app behavior analysis at practice [4], [13], [15], [29], [33], [34], [36], [43] or analysis of privacy policies [7], [18], [44], [45], [48], we aim to bridge this gap by considering these two problems in tandem. In other words, we compliment the dynamic analysis results, focusing on what is collected and with whom it is shared, with an analysis of whether users were adequately informed about such collection.

In this paper we focus on three classes of discrepancies between collection at practice (de facto) and as per the online service’s notice (de jure):

- First, we examine mobile apps that participate in Google Play Store’s ‘Designed for Families’ (DFF) program and regulated under the Children Online Privacy Protection Act (COPPA), meaning their target audience includes children under the age of 13 [40]. We find that a substan-
The DFF program is a platform of privacy policies. In children apps, third-party libraries and automatic analysis an overview of Google Play Store’s DFF program and discuss discussion publicly disclosed in their privacy policies. We provide comparison between DFF applications’ runtime behavior and the information published in Google Play’s Designed for Families Program. The second aspect we are interested in analyzing is the disclosure of third-party services that receive and process user information. Regulations like GDPR (Article 13 1.e) and CCPA require developers to explicitly notify users about the recipients of information, either their names or categories. We explored how many app developers include information about their third-party affiliates in the privacy policy and how many of them explicitly name them.

Third, privacy policies often represent to users they implement reasonable security measures. At a minimum, one such measure should include TLS encryption. Protecting users’ data using reasonable security measures is a regulatory requirement under COPPA, CCPA, and GDPR (Article 32). We explored how many apps potentially fail to adhere to their own represented policies, by transmitting data without using TLS.

II. BACKGROUND AND RELATED WORK

This paper analyzes the transparency of mobile applications published in Google Play’s Designed for Families Program. Particularly, we focus on identifying potential inconsistencies between DFF applications’ runtime behavior and the information publicly disclosed in their privacy policies. We provide an overview of Google Play Store’s DFF program and discuss below the most related work in the area of privacy violations in children apps, third-party libraries and automatic analysis of privacy policies.

Designed For Families (DFF): The DFF program is a platform for developers to present age appropriate content for the whole family, specifically users below the age of 13. By going through an optional review process, applications submitted to this program declare themselves to be appropriate for children and are able to list themselves under such family-friendly categories. Although the primary target audience of these apps may not be children, according to [40], “if your service targets children as one of its audiences - even if children are not the primary audience - then your service is ‘directed to children’”. As a result, DFF applications are all directed at children and thus required to be “compliant with COPPA (Children’s Online Privacy Protection Rule), the EU General Data Protection Regulation 2016/679, and other relevant statutes, including any APIs that your app uses to provide the service.” [16].

Privacy Violations in Children’s Apps: There have been some efforts by the research community to investigate children’s privacy in social media [23], smart toys [42], [46] and child-oriented mobile apps [34]. Furthermore, researchers have studied how well developers that target children as their audience comply with specific legislation such as COPPA [34] and the FTC has already established cases against numerous app developers gathering children’s data [39] [41] [10].

The Mobile Advertising and Tracking Ecosystem: It is well known that mobile apps rely on third parties to provide services such as crash reports, usage statistics or targeted advertisement [32]. In order to study such ecosystem, previous work has relied on analysis of mobile traffic from several vantage points such as ISP logs, heavily instrumented phones or devices that use VPN capabilities to observe traffic [33], [36], [43]. Another way of studying the presence of such libraries is by performing dynamic analysis (i.e., studying runtime behavior of the app) or static analysis (i.e., studying application code to infer actual behavior). Both these approaches have long been used to analyze privacy in mobile apps [4], [13], [15], [29].

Automatic Analysis of Privacy Policies: The research community has previously studied publicly available privacy policies proving that they are usually written in a “legal language” that makes it difficult for average users to understand them [20], [30], [37]. Researchers have made positive efforts to extract relevant information and features from privacy policies using crowd-sourcing campaigns [7], [45], Natural Language Processing (NLP) [48] and deep-learning [18], [44] techniques to present this information in more accessible ways to users [6], [11], [18], [22], [27], [47]. Despite these positive efforts, privacy policies remain a confusing source of information for average users and these documents are even unavailable in many webpages and mobile apps [12], [18], [48].

Polisis: One such service that enables automatic analysis of privacy policies is Polisis [18]. Polisis enables users to submit websites for review, which it then crawls to find the associated privacy policies. It then analyzes the texts of these policies and produces a summary of data collection practices of the submitted websites. We initially considered using Polisis to parse the privacy policies and extract information relevant to our current work. However, we encountered an issue with rate-limiting as we created too many requests and were temporarily banned from using the service. Moreover, we discovered that the performance of Polisis on establishing the sections related to children’s privacy was suboptimal. Out of a random subset of 100 policies that we categorized as claiming not being directed at children, Polisis was able to identify only 22% of policies. Therefore, due to the overhead in the data generation using Polisis as well as poor performance on tasks relevant to our work, we decided to perform our own policy analysis.

III. DATASET AND METHODOLOGY

In this section, we describe the datasets and methods that we use to establish the misrepresentations occurring in privacy policies. We use a publicly available app analysis dataset [3] to evaluate the types of data that mobile apps access and share with other parties over the Internet. We then explain how we leverage this dataset to extract meaning and trends from the apps’ behaviors and privacy declarations.
### Table I
**Number of observed apps for different types of analysis.**

<table>
<thead>
<tr>
<th>Description</th>
<th>Observed App #</th>
<th>Sample Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participate in DFF program</td>
<td>8,030</td>
<td>68,051</td>
</tr>
<tr>
<td>Claim not to target children</td>
<td>728</td>
<td>8,030</td>
</tr>
<tr>
<td>Claim no knowledge of children data</td>
<td>2,457</td>
<td>8,030</td>
</tr>
<tr>
<td>Mention third parties</td>
<td>45,195</td>
<td>68,051</td>
</tr>
<tr>
<td>Provide names of third parties</td>
<td>15,106</td>
<td>45,195</td>
</tr>
<tr>
<td>Undisclosed sharing (third parties not mentioned)</td>
<td>7,147</td>
<td>22,856</td>
</tr>
<tr>
<td>No TLS usage</td>
<td>9,424</td>
<td>68,051</td>
</tr>
<tr>
<td>Claim to secure data transmission</td>
<td>2,680</td>
<td>9,424</td>
</tr>
</tbody>
</table>

---

**A. AppCensus Dataset**

In our work, we rely on the AppCensus dataset available at [3]. AppCensus is a tool that analyzes Android apps from Google Play Store in order to identify the personal information that apps access and share with other parties over the Internet. It leverages dynamic analysis techniques to automatically analyze an application’s runtime and network behavior. AppCensus runs in a highly instrumented Android operating system that is able to detect the personal information linked to the test phone. Then, the tool runs each app in the test environment and inspects the network communications using a monitoring tool that records the source, destination, and content of network flows. Thus, we have access to the network flows of every app and we can find whether it shares personal data over the network and with whom. AppCensus also fetches and stores privacy notices of each analyzed app, which we use to identify possible mismatches between the stated and actual app behavior.

AppCensus stores analysis results and other metadata in a large-scale dataset that contains detailed information about the runtime behavior and traffic patterns of Android apps. As of January 2019, it includes information about 68,051 apps published on Google Play Store. We compare the information provided in the privacy policies of these apps with their actual data sharing practices, as described in the next subsection.

**B. Policy Analysis**

In our project, we focus on three types of misrepresentations that occur in privacy notices of mobile apps. Table I shows the total number of apps from the AppCensus dataset that we examine and the number of observations that we obtain for different types of analysis. For misrepresentations concerning children’s privacy, we analyze 8,030 apps participating in Google’s DFF program out of all 68,051 available apps. For third-party sharing practices and for TLS usage we use the entire dataset of 68,051 apps.

We analyze the text of privacy policies to identify potential misrepresentations. To verify compliance with COPPA legislation, we first narrow our search to only include apps in Google’s DFF category with any combination of the keywords "child", "kid", "COPPA", and "minor". Next, we manually read and process the policies for a subset of 200 DFF apps, focusing primarily on these keywords and frequently-used phrases and expressions. This allows us to identify commonalities and phrases that could generally be categorized as:

1. Those that make no distinction between children under 13 and other users
2. Those that clearly indicate that the application either
   a) is not targeted to children; or
   b) does not knowingly collect personally identifiable information from children under 13
3. Other (needs further processing)

Enumerating these phrases into categories allows us to create complex strings representative of these groups and further categorize other policies, most commonly those of type 2 and 3, by searching for other policies with matching substrings. This approach enables us to classify over 400 more policies. From the remaining list, we are able to loosen the specificity of the search strings by simply searching for word combinations such as "not knowingly", "not targeted to/at", "do not address" and their variations to categorize policies containing these phrases in lists. We further process these initial lists to remove irrelevant policies if such phrases were not made in the context of children’s privacy. Fortunately, this method produces quite a large throughput of roughly 700 more apps. The remaining policies can be read manually and largely represent policies in category 1. Furthermore, after obtaining and classifying the policy data, we look to draw conclusions directly from the classifications and text, as well as by cross-checking policy declarations with observed network transmissions collected from the respective applications.

We are further interested to explore how many app developers disclose their information sharing practices. We look at all 68,051 available apps, aiming to collect the relevant clauses on information sharing with third-party services from their privacy policies and to determine whether the names (as opposed to categories) of those third-party recipients of information are disclosed.

First, we analyze the texts of privacy policies using regular expressions. In particular, we are interested to see whether any part of the text matches the phrase "third parties" or any variation thereof (e.g. "affiliate" or "partner" instead of...
"third party"). While this approach is less sophisticated than techniques used by other automatic policy analyzers, we believe that it is sufficient to identify clauses that contain any information about third parties. Focusing on the sentences matched by our regular expression, we aim to identify which, if any, affiliates are explicitly named by the app developer. This requires solving the named-entity recognition (NER) problem and while state-of-the-art NER systems produce near-human-level performance, we discovered that they are ill-suited for reliably recognizing the names of analytics and advertising network companies.

Instead, we use the app analysis dataset (68,051) to determine all domains that receive data from mobile apps. This produces a list of 9,672 domains, including known analytics and advertising networks, such as crashlytics.com, vungle.com, flurry.com, mopub.com among many others. By separating the domain names and performing a manual review, we end up with a list of 7,826 domains. The entries in this list are matched against the text in the privacy policies to determine the third-party service providers named by the app developer.

Finally, we want to ensure that app developers comply with their own policies whenever they promise to take reasonable steps to secure user data from unauthorized access. ‘Reasonable security measures’ is a broad concept and includes different techniques, such as data encryption, regular security patches, access control, among many others. We focus on secure data sharing, which we believe belongs to ‘reasonable security measures’, as we have access to data transmission information from the AppCensus dataset.

In order to achieve this, we first identify mobile apps that transmit personal information over the Internet without using TLS. We then analyze their privacy policies, identifying parts of the text that mention personal data. This is again done using regular expressions, matching “personal information”, “personally identifiable information” and variants thereof. Finally, sentences containing information about personal data are scanned for specific key phrases (e.g. “security measures”, “unauthorized disclosure”, “reasonable steps to secure”, “transmission”, etc.), that provide security guarantees concerning data transmission.

IV. RESULTS

We report our analysis along three aforementioned dimensions.

A. Children’s Privacy

For the Children’s Data Privacy analysis, we looked at 8,030 apps in the Designed For Families program. Out of these apps, we found that there are 728 apps (9.1%) that claim they are not targeted at children and 2,457 (30.6%) that claim no knowledge of collecting any data from children under 13, with some overlap in apps that do both. In fact, only 4,649 (57.9%) mention any combination of the keywords “child”, “kid”, “coppa”, and “minor”. Within this group there are even applications such as "Cinderella Classic Tale Lite" and "Dino Puzzle - free Jigsaw puzzle game for Kids" that make no commentary on children’s use directly in their privacy policies but instead simply contain one or more of these keywords either in the name of the app or in a header on the website. Thus, it is interesting to note the sheer number of apps designed for children that do not even mention kids or children in their policies.

From these 2,457 apps in the DFF that claim no knowledge of collecting from children, we observed 68,594 network transmissions. Out of 2,457, 1,728 (70.3%) of them transfer data types such as android advertising ID (AAID), IMEI, geolocation and WiFi mac address. Since these apps are present in the DFF program, they are all liable under COPPA and thus are responsible for catering to an audience that includes minors. However, it is both confusing and troubling to see their policies contradict what they have acknowledged under DFF.

B. Third-party Service Providers

We also identify apps that do not reveal the names of affiliated third parties in their privacy policies. We start by locating apps that mention third-party service providers. From there, we narrow this list only to include apps that explicitly name at least one third-party partner.

In our corpus, 45,195 (66.4%) mention third-party affiliates, which suggest that the remaining 22,856 apps should not transmit any personal data to outside domains. However, 7147 (10.5% of 68,051) apps still share user identifiers with other service providers without giving notice to the users. We discover that only 15,106 apps (22.2% of 68,051) explicitly name third-party affiliates. For instance, the game development company Kwalee describes its analytics service providers in the following way:

We use third party providers Fabric (for crash analytics), AppsFlyer and Tenjin (user attribution and analytics), and SOOMLA (for analytics). Fabric, AppsFlyer and SOOMLA may collect analytics on our behalf and in accordance with our instructions, and their applicable privacy notices.

C. Secure Data Transmission

As of January 2019, 9,424 of analyzed apps (13.8% of 68,051) that are available on Google Play Store do not use TLS when transmitting personal identifiers over the network. Although this fact is alarming in itself, we also investigate whether the developers of these apps make any deceptive claims in their privacy policies.

Out of those 9,424 apps, 2,680 apps claim to take measures to secure data transmission, but fail to employ TLS when transmitting PII. For instance, the game developer Sino Joy Group describes their procedures in the following way:

We also understand that it is important to keep your information safe and secure. . . . We do not believe that there is any transmission method over website or Internet that is completely flawless, even though our commercially reasonable security measures have
been put in place against possible breaches of our sites’ security and our user records and databases.

V. Discussion

We looked at privacy policies for any contradictions from their own behavior and for important information missing in the policies. On a high level, we found that developers a) contradict themselves between what they mention in the policy and what they acknowledge in the Google Play Store, b) are not comprehensive in what they are claiming about their data sharing practices, and c) claim to be secure in communication when they are actually not in the real world.

A. Children’s Privacy

The most troublesome finding from looking at the privacy policies of apps under DFF is that their own policies do not acknowledge their audience as targeting kids. We found 9.1% of apps under DFF contain phrases in their policies that indicate their developers do not mean for these products to be used by children.

"We do not specifically market to children under 13"
"These Services do not address anyone under the age of 13"

Although some phrasings are ambiguous about developers’ intent to exclude children from their products, we believe confusing language still represents a form of misrepresentation. Our analysis reveals a set of policy misrepresentations as a result of unclear — and at times contradictory — language. Many privacy policies already pose difficulties for consumers to comprehend, but those challenges are further exacerbated when policies send mixed messages. Such an effect runs counter to what privacy policies are supposed to achieve in increasing transparency. For instance, the privacy policy from the developer DEVGAME KIDS claims:

Most of DEVGAME’s Services are for kids audience and are directed to children under the age of 13. Through these Services, DEVGAME does not knowingly collect or solicit personal information from anyone under the age of 13 or knowingly allow such persons to access those Services.

A consumer, a concerned parent reading this policy would be left with conflicting impressions about whether DEVGAME intends for children to use their apps. Such a confusing and contradictory policy might indicate the level of importance (or lack thereof) this developer places on user privacy.

A particular set of contradictions occur in the 30.6% of apps under DFF whose policies claim that they do "not knowingly" collect information. This is concerning because either app developers need to be aware of what data their apps collect in order to conform to privacy laws such as COPPA or potentially this is a deceptive practice.

However, barring this, there also exists a variety of other examples of misleading and misrepresenting behaviors of these applications, as viewed from their policies and network transmissions. For example, the privacy policy for the app "Pony Crafting - Unicorn World" claims they do not knowingly collect information from children. However, they later mention that they can collect both personal and non-personal information, and that they do not actually know the source of their data:

...this information will be anonymous and we will not be able to tie this information to a specific user; this is a byproduct of an anonymous system not allowing us to distinguish between those over 13 and those under 13

As a result, this makes one question the legitimacy of their claim of ignorance because they do not have any measures in place to be able to tell. In order to confirm if the transmission of children’s information really occurs, we searched the database for network traffic observed from applications whose policies do not knowingly collect from children. In doing this we found 68594 distinct transmissions across the 1728 DFF apps that sent device identifiers across the network, including 1979 transmissions from 10 apps that share the same policy.

Since these results all come from automated runs of a UI Monkey that creates pseudo-random swipes and gestures, our testing employed no sophisticated methods at overcoming age-gating, parental consent, or any other barriers. Therefore, we believe this behavior can be akin to that of a child and thus the resulting transmissions would be expected to occur with real users. As a result, we believe the claim of "not knowingly" collecting information is misleading because the applications do very little to verify that collection does not come from children. The majority of the applications also detail that if data from minors is found or reported to them they will delete the information and block the associated account, but we strongly feel this is impractical from a usability standpoint as the majority of users will not actually know what information is being sent in the background and thus cannot make this report.

Furthermore, another transient detail we observed during analysis, as briefly mentioned above in the Methodology, is the presence of repeated sentences across policies. In fact, numerous times many of the exact same phrases are used, which becomes particularly obvious when they include the same spelling, grammar, or formatting mistakes such as in:

We market to
We do not collect information from children under 13
children under 13.

Although it makes our analysis more efficient, only highly probably cause for this behavior is that companies and developers are not actually creating their own privacy policies but instead just copy and pasting sections from online. Regardless, this observations shows the level of priority these companies have to make policies usable for end users. As a result, this begs the questions of whether application developers are even aware of the statements in their policies (such as in the DEVGAME example above), as well as if they are even aware of

the laws they legally must abide by. They could perhaps be just including the minimal information necessary, as determined by examining another application’s policy, in order to escape under the radar. This hypothesis is further emphasized by our findings when we look at the application Cami’s Dots that, instead of creating their own privacy policy, decided it was sufficient to provide a link pointing to github.com’s privacy policy page. Thus, a potential future work stemming from these findings could be to investigate the percentage of applications that are plagiarised and the degree to which this occurs.

B. Third Parties

Our analysis has demonstrated that mobile apps do not provide sufficient information to users about their third-party partners. Although over 75% of mobile apps make use of third-party services, only around 22% actually disclose the names of those services, while 10% do not mention any information about their affiliates at all. This is concerning, as the users are unable to learn about the information protection practices of the services that are provided access to their personal data. This raises questions about the feasibility of ensuring compliance with data protection legislation, as any potential contradictions within the policy of the app and that of the third party would go unnoticed.

Another common theme is the desire of app developers to relieve themselves of any responsibility for ways in which personal information about the users is handled once it leaves the application. In particular, the following clause was common in the privacy policies of mobile apps:

We are not responsible or liable for the privacy policies or practices of third parties.

However, we believe that app developers should still be accountable for the actions performed by third parties, to which they send users’ personal information. It is possible that the desire to avoid liability is what motivates app developers not to provide names of their partners in the first place.

C. Secure Transmission

As mentioned previously, 13.8% of 68,051 mobile apps that we analyzed do not use TLS when transmitting user identifiers and of these 28.4% claim to take reasonable security measures. The reasons for making such claim might include negligence (e.g. not knowing that TLS is not configured, or copy-pasting the policy from another app) or malicious intention (e.g. to create a semblance of security without using proper means of protection). Most of these apps also include a clause explaining how it is impossible to completely ensure the security of data transmission:

But remember that no method of transmission over the internet, or method of electronic storage is 100% secure and reliable, and we cannot guarantee its absolute security.

As in the third party case, this clause also demonstrates the desire for app developers to avoid responsibility for negligent data protection standards. While it is true that it is impossible to be secure against all types of attacks on user data, we believe that using TLS for data transmission is one of the most basic steps that can be adopted by all app developers.

VI. Conclusion

This paper accentuates the degree in which the privacy framework of notice and consent is flawed by analyzing Google Play Store apps and comparing their privacy policies with their behavior. Our analysis specifically focuses on highlighting the misrepresentation and lack of information that exists in of apps in the Designed for Families program, apps that interact with third parties, as well as apps that claim to utilize secure data transmission precautions, ultimately showing the level of carelessness and lack of priority when it comes to protecting consumer privacy.
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