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Abstract

Older adults (65+) are becoming primary users of emerging
smart systems, especially in health care. However, these tech-
nologies are often not designed for older users and can pose
serious privacy and security concerns due to their novelty,
complexity, and propensity to collect and communicate vast
amounts of sensitive information. Efforts to address such con-
cerns must build on an in-depth understanding of older adults’
perceptions and preferences about data privacy and security for
these technologies, and accounting for variance in physical and
cognitive abilities. In semi-structured interviews with 46 older
adults, we identified a range of complex privacy and security
attitudes and needs specific to this population, along with com-
mon threat models, misconceptions, and mitigation strategies.
Our work adds depth to current models of how older adults’
limited technical knowledge, experience, and age-related de-
clines in ability amplify vulnerability to certain risks; we found
that health, living situation, and finances play a notable role as
well. We also found that older adults often experience usability
issues or technical uncertainties in mitigating those risks—and
that managing privacy and security concerns frequently con-
sists of limiting or avoiding technology use. We recommend
educational approaches and usable technical protections that
build on seniors’ preferences.

1 Introduction

Due to increasing life expectancy, the number of people in
the U.S. over 65 is expected to double by 2060 [79]. The need
for professional care is rising accordingly, while the labor
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market for caregivers is projected to shrink [59]. These factors
are stimulating investment in emerging “smart” technologies
for older adults—aimed at sustaining independent living,
increasing quality of life, and mitigating health issues via early
detection [83]. Emerging smart technologies such as wearable
medical devices, fall sensors, and therapeutic robots [10]
may yield benefits, but due to their novelty, complexity, and
propensity to collect vast amounts of information, they also
pose security and privacy risks.

Due to limited technological literacy and experience, and be-
cause of declining physical and mental abilities [44, 96], older
adults are particularly unaware of and susceptible to those
privacy and security risks [5, 16]. Specifically, older adults
have less knowledge of Internet security hazards [36, 40], use
technology less frequently [19, 28, 40, 43, 52, 101], are more
vulnerable to security risks [41], and are more often targeted
for attacks [48] than younger populations. Lack of security
knowledge and experience generally correlates with riskier
behaviors [45, 71, 73]. Indeed, older adults seem generally
less likely to protect against privacy and security risks
[57, 62, 85,99, 101]—though the subject of older adults’ pri-
vacy management has not been investigated comprehensively.

While seniors often express privacy and (to a lesser extent)
security concerns in relation to technology [35, 64, 87], their
views are underrepresented in privacy and security research.
At the same time, the limited literature on the topic shows that
privacy preferences of older adults are heterogeneous [36] and
fine-grained [16, 47], and thus warrant further exploration.

The goal of our research is to inform the design of
effective systems that empower older adults to make informed
decisions, to have better control over their personal data,
and to maintain better security practices. To this end, we
conducted semi-structured interviews with 46 older adults
(65-95 years old). We identify their common security and
privacy concerns and threat models, behaviors and strategies
to mitigate perceived risks, usability issues with current
protections, learning and troubleshooting approaches, and
misconceptions regarding security and privacy.

We add depth to current models of how older adults’



relatively low technical knowledge and experience and
age-related declines in abilities amplify their vulnerability
to certain risks, and found that health and living situations
and financial considerations also play an important role. We
also found that older adults often experience usability issues
or technical uncertainties in mitigating those risks—and that
managing privacy and security concerns frequently entails
them limiting or simply avoiding use of new technologies.
Based on the identified preferences of older adults, we offer
privacy- and security-enhancing recommendations for product
developers and for educational efforts.

2 Related Work

Technological solutions aiming to meet older adults’ needs
span different domains (e.g., health, nutrition, safety, or naviga-
tion [10]) and forms (e.g., wearable, ambient, or camera-based
devices [98]). Both aspects factor into what data is collected:
wearable devices, for instance, enable collection of orientation,
movement, and vital signs with embedded gyroscopes,
accelerometers, and other sensors [56, 92]. Context-aware
systems use sensors as well, often with the addition of image
capture, computer vision, and artificial intelligence to monitor
activities or to detect anomalies [e.g., 20, 31]. Likewise,
dynamic care robots [e.g., 3, 51, 74] leverage sensors and
sometimes cameras for medication management or compan-
ionship. Many emerging technologies are connected via Wi-Fi,
Zigbee, or similar protocols [e.g., 77, 86], integrating wearable
devices with context-aware sensors into a larger ecosystem.

The effectiveness and quality of assistance in critical
situations often rely on collecting extensive data. However,
extensive monitoring and surveillance trigger privacy and se-
curity concerns among users of such technologies [35, 64, 87].

Older adults’ privacy concerns and risk perceptions are
often different from the concerns of the better-studied younger
population [34, 36]. Trust has been identified as a core factor
affecting older adults’ adoption of ubiquitous computing
technologies [22, 24, 65]. However, Knowles and Hanson [54]
found that the language of (dis)trust was more relevant to
larger value-related issues around digital technologies than
to practical decision-making about adoption.

Knowles and Hanson therefore argue that technology
adoption should not be viewed as indicating trust or acceptabil-
ity [54]. Seniors’ concerns about monitoring systems include
invisible audiences, and absence of feedback when systems are
in use or when data is accessed [92]. Other research suggests
that some seniors are concerned about who accesses data, how
often, and at what level of detail [4, 47, 49]. Although older
adults tend to rely on family members in “dealing with tech-
nology” [47, 75], delegation of security choices should not be
considered a safe behavioral strategy [32]. Additionally, older
adults may have misperceptions about security, for example,
due to over-reliance on surface cues and affordances[e.g., 47].

On the other hand, misconceptions about data collection

may raise false concerns that can be mitigated by appropriate
explanations [97]. Older adults are also capable of using
data controls and security strategies in certain cases, such as
basic password encryption [14, 47]. Furthermore, individual
differences are found to heavily affect privacy and security
preferences: seniors with severe health conditions are more
likely to share their information [11, 97] and generally value
independence and safety more than privacy [26, 27, 67].
Seniors also represent a more heterogeneous population
than younger people [39, 60], due to differences in their
health conditions, education, living conditions, and expe-
rience. Physical and cognitive impairments may further
complicate usability issues. These findings suggest that older
adults’ privacy and security attitudes and mental models are
context-dependent and heterogeneous in nature.

3 Methods

We conducted 1-1.5 hour semi-structured in-person inter-
views, in which we discussed: (1) privacy- and security-related
concerns and threats and (2) risk management strategies.'

We reached out to inhabitants of nursing homes and senior
residences, members of senior centers, and organizations for
retired people in the San Francisco Bay Area. We screened
potential participants using surveys in several formats—online,
phone, paper, and in person—but excluded individuals with
serious cognitive impairments and non-English speakers. With
IRB approval, we conducted interviews in May—June 2018
with 46 participants at their residences or at public senior cen-
ters (their choice). We paid $20 as compensation. We adminis-
tered exit surveys about participants’ individual characteristics.

The structure of our interviews was inspired by Zeng et
al. [100], who interviewed 15 smart home inhabitants about
their privacy and security attitudes and behaviors. However,
our study discussed healthcare and wearable devices in
addition to context-aware smart technologies, and involved
both users and non-users of such technologies.

We audio recorded the interviews and had them profes-
sionally transcribed. Three researchers iteratively developed
a codebook by independently coding subsets of transcripts
and jointly resolving conflicting codes. To maximize the
value of thematic analysis, 4 researchers used a holistic
coding approach, in which at least 2 coders coded each entire
interview, independently selecting excerpts to annotate. All
4 coders then resolved disagreements at the interview level
(so that at least 3 out of 4 agreed).

Limitations. We conducted our study in an urban/suburban
area with relatively good technology resources, programming,

The interview guide—which also includes questions that will be explored
in later papers—can be accessed at https://blues.cs.berkeley.edu/
wp-content /uploads/2019/06/Interview-guide.pdf. Entry and exit
survey instruments can be accessed at https://blues.cs.berkeley.edu/
wp-content/uploads/2019/06/Survey-Instruments.pdf.
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and services for older adults, and a relatively high average
income due to the high cost of living. Our sample is therefore
not fully representative, though it is diverse in terms of level
of independence, health, living arrangements, and activity.
Because we primarily recruited through senior centers,
programs, and living facilities, which often offer computer
classes, our participants may be more likely to have attended
or at least heard about such classes, and therefore may have
more awareness of privacy and security issues. Finally, some
participants may have experienced interview fatigue.

4 Participants

Our 46 participants are 65-95 years old (mean=76), 65% fe-
male, mainly white (76%), with self-reported native or bilin-
gual English proficiency (45%) or advanced non-native profi-
ciency (37%). They are diverse in terms of income, health, and
care situations (Table 1). The majority have an advanced (44%)
or Bachelor’s (33%) degree. The majority live alone (63%).

Individual characteristics N %
Income level

Less than $35,000 16 35%
$35,001-75,000 16 35%
$75,001-150,000 6 13%
More than $150,000 4 9%
Preferred not to answer 4 9%
Housing

Independent/assisted living (w/ health facilities) 6 13%
Senior/retirement community 10 22%
Mainstream housing (rent or own) 30 65%

Self-reported health conditions

Excellent 8 17%
Good 23 50%
Fair 11 24%
Poor 3 7%
Very poor 1 2%
Caregivers

No one 37 80%
Hired caregiver 4 9%
Informal caregiver 3 7%
Both hired and informal caregivers 2 4%

Table 1: Participant characteristics based on survey responses.

Table 2 shows usage of common devices (11% use none of
these). For comparison, 78% of the US general adult population
use computers daily or sometimes [7], and 36% use all three [6].

Figure | shows participants’ self-reported facility with per-
forming certain tasks.” Most found basic tasks very easy or
somewhat easy. For more advanced tasks, they were more likely
to say they had never tried them than to rate them as difficult.

ZPercentages are out of 45; one participant skipped this question.

Device Type Daily Sometimes Never
Mobile phone, smartphone ~ 52% 22% 26%
Tablet 22% 24% 54%
Computer/laptop 61% 22% 17%
All three 11% 39% -

Table 2: Device use among participants.

O Neither Easy nor Difficult
ONever Tried

B Very/Somewhat Easy
B Very/Somewhat Difficult

Open or send email

Search for information
Streaming audio/video, e-books
Send a text message

Manage an online calendar
Download files

Install a computer program
Download a mobile app

Make a video call

0% 25% 50% 75% 100%

Figure 1: Participants’ facility at performing online tasks.

5 Findings

In our interviews, we identified privacy and security concerns
(§5.1); mitigation and learning strategies to alleviate privacy
and security risks, as well as usability issues with those mitiga-
tions (§5.2), and misconceptions about data practices (§5.3). In
general, the threat models and associated misconceptions that
came up in our interviews are also common among the younger
population [cf. 40, 62, 95]. However, we found that, due to in-
frequent use of technology and limited technical knowledge,
health and living situations, financial considerations, and age-
related ability declines, older adults may be particularly vulner-
able to certain risks, and face more issues with mitigating them.

5.1 Privacy and Security Threat Models

In this subsection, we describe participants’ models of
perceived privacy and security threats, and discuss how older
adults may be particularly vulnerable to certain risks. We
found that participants are concerned about the opaqueness of
data flows, especially in emerging and unfamiliar technologies.
Even if they do not engage with such technologies directly,
some still feel exposed to the privacy and security threats those
technologies pose (e.g., passive data collection). Privacy choice
is particularly limited for residents of senior care facilities.

5.1.1 Taxonomy of Threat Models

Our participants’ privacy and security threat models can
be categorized in terms of the activities that can lead to
security and privacy risks, along with the consequences of



privacy and security violations. The discussion below follows
Solove’s taxonomy [81] in dividing harmful activities into
4 types: information collection, information processing,
information dissemination, and privacy invasion. We include
a comprehensive breakdown of participants’ identified threats
and concerns, in terms of both harmful activities and harmful
consequences, in Appendix A.

Information Collection. One major concern is the lack
of transparency about information gathering and people’s
inability to control it. The issue was raised by 28 out of 46 par-
ticipants, including 26 who specifically mentioned concerns
about collection of data without meaningful notice and consent.
Existing literature has documented the general lack of effec-
tive consent mechanisms and transparency regarding data col-
lection practices [78]. This concern is amplified among older
adults due to lower technical literacy and experience [85]. For
instance, synchronization across devices is a “black box” and
source of concern for some participants. Even a participant who
volunteers helping others configure devices, considered a com-
puter expert by peers, has trouble tracking it: “I was concerned
that [...] you think you know what shares, but stuff can wind
up on another computer so easy with an Apple.” “The sharing
Jjust surprises me sometimes. You don’t know how stuff can go
from one to the other, you are surprised it’s there.” (P123).
One participant noted that, although data collection by cor-
porations is not new, the Internet and related technologies make
collection processes easier, more ubiquitous, and at the same
time more opaque: “The old way, it seemed there was an ap-
pearance of consent. [...] Now it’s just more seamless,” (P71).
The inability to control passive audio and video collection
by phones and computers—and especially by emerging
technologies, like smart TVs, fall detectors, voice assistants,
and home-control systems—is of specific concern for 17
participants. Participants believe that information collected
by such means may be used for unsolicited marketing,
perpetrating physical harm, or violating personal privacy (“I¢t’s
scary. Just like, it invades—if the government were to put a
microphone in everybody’s house and listen to everything you
say, people would object. But they are voluntarily putting these
devices in their homes and it’s doing the same thing,” P108).
A less common, yet still important, concern participants
voiced was about their privacy as bystanders. These concerns
were most often related to emerging technologies, such as
voice-activated, video-monitoring, and other context-aware
systems. Older adults may not be familiar with smart systems,
or may even deliberately avoid using them, but nonetheless
they are often exposed to data collection by such devices. They
may not know how to recognize when smart systems are in use,
and may feel uncomfortable about their use by others. This
discomfort can contribute to general feelings of helplessness
about maintaining control over data collection in the age of
ubiquitous computing ( “All my charge cards, all my whatever,
everybody knows exactly what I'm doing, even though I never

put it on a computer. It’s on a computer from someplace else.
[...] Every phone call you make is recorded somewhere,” P43).

Participants often personified data collection processes as
though they are conducted by individuals (even when they
know it is automated) (“Whenever you look something up, you
getan ad. So a lot of people are reading what you do,” P5). In
some cases, they attributed responsibility for those processes
directly to top management: “The computer |[...] probably
tracks what you are watching, what you are going to, what
you are inquiring about, and keeps a record of it internally.
[Interviewer: For what reason? ] Because Steve Jobs made it
that way. To track data,” (P69); “On Facebook, I started—and
then they have this Zuckerberg thing about what they were
capturing,” (P104).

Information collection in senior care. Surveillance is an-
other common data collection concern, mentioned by 20 of 46
participants. While a few participants raised broad concerns
about government and political surveillance, or referred to
personal stalking, the most prominent form of surveillance dis-
cussed by older adults was “care surveillance” [30, 68]. Moni-
toring of older adults by family members, medical staff, or facil-
ity management is usually initiated for benign purposes (e.g., to
track health status and well-being, or to determine the appropri-
ate level of care). However, such surveillance still induces anxi-
ety, annoyance, and privacy concerns among our elderly partici-
pants (“I know a lot of these devices have cameras in them, and
rightly so because they are designed to be helpful, but you know,
it’s always a concern, I think, when you are using some of the
new electronic, is how private are the things that you do,” P22).

Surveillance is especially common in assisted living facil-
ities or nursing homes. Senior care facilities try to maximize
their quality of care and ensure safety while minimizing staff
(“There are sensors so that if you don’t go up and go to the bath-
room, someone will come down the hall and see if you are okay,”
(P69); “If [my wife] goes out the front door, it activates a buzzer.
There are other residents there who have the same device. [...]
The ones that are considered [...] ‘exit-seeking,” ” P15). The
use of surveillance in care facilities may also be driven by
accountability and liability reasons, such as contractual and
legal obligations, or to review staff responses to incidents.

Moving to a care facility is often motivated by deteriorating
health conditions and the need for a higher level of care. There-
fore, older adults living in care facilities are often resigned to
giving up privacy in exchange for safety and care (“You cede a
lot of your personal privacy rights when you move into a place
like this, in exchange for services being rendered to you. So
I think that’s a different kind of a setting than somebody that
is living in a private setting and would be using devices,” PT1).
This finding is consistent with prior literature about tradeoffs
between privacy and quality of care [15, 53], and with studies
showing positive correlations between the acceptance of
privacy risks and deteriorating health conditions [23].

Surveillance is also a concern among seniors who live
independently. On the one hand, home care surveillance can



prolong independent living [review in 76]. On the other hand,
home care surveillance limits older adults’ independence
and privacy. Seniors who live independently, and want to
protect both health and independence, recognize this tradeoff
as a decision they will have to make, if they need more care
in the future. As seen in previous research [89], seniors are
concerned about how they will balance privacy concerns
with the benefits of care surveillance in preserving their
autonomy (“I would probably choose [a wall sensor that
detects] presence over having to share a room with somebody
being in a nursing home. So if I could stay in my own abode
[...] that is a concession that I would make,” P24).

Information Processing. Almost half of our participants
(19 of 46) mentioned aggregation of personal information
about individuals from multiple sources, such as web browsing
records, smart TVs, and wearable fitness trackers. While some
participants find customized recommendations beneficial,
most find individual profiling concerning (in some cases both).

However, a few participants showed limited understanding
of how inferences can be drawn by combining pieces of data—
a blind spot common among younger users as well [2, 63]—or
were not certain how much inferencing currently occurs (“If
I were the evil genius, who had that record, I think I could [...]
probably tell you more about yourself than you would know
about yourself. Or I may be exaggerating, but not too much. [I:
Do you believe anyone has the record on you? ] I hope not, but,
you know... I think most people would find it rather boring, but...
[I: Do you think there’s some evil genius exists somewhere
in the world? ] N-n-no, no. This is a hypothetical,” P51).

Creation of detailed user profiles also enables secondary
uses of the data [81], whether by the entity that collects the
data or by someone the collector disseminates it to (see below).
Our participants are aware of fraud, scams, and identity theft
(25/46); targeted advertising (22/48); spam and telemarketing
(17/46); and price and service discrimination (7/46). When
we asked, “What does that device need to know about you
to function properly?” participants’ answers often jumped
ahead from fulfilling functionality to secondary purposes.
For example, when asked what her computer needed to know
or collect, P77 responded, “Cookies. It collects cookies. [I:
Okay, what is that? ] It tags certain sites that you go into, so the
salespeople can send you the right kind of ads, mostly. That’s
what it says, that what cookies do..”

In addition to financial fraud and run-of-the-mill online
scams like phishing, 3 participants mentioned the potential for
fraud on dating websites. This suggests that seniors’ engage-
ment with social media and online dating websites—often
viewed as mostly relevant to younger generations—should
be included in computer training programs for older adults.

Four participants mentioned that fears about information
disclosure and/or re-identification limit their willingness to
engage in online political discourse (“I am always chatting
about politics and, even on the phone, sometimes I hesitate

because I know they cap all that information,” P46; “I would
do a [Facebook] Like, or submit, and now I’ve decided not
to do that because you just don’t know what’s being captured.
But I really want to support those [political figures]. I don’t
think we know enough about what'’s being captured,” P104).

Moreover, older adults are more engaged in health care
activities than the general population [37], which increases
their vulnerability to medical fraud and scams. Participants
generally view medical staff as trustworthy recipients of sen-
sitive personal information and described using online patient
portals for managing and exchanging medical information.
However, a few participants expressed concern that medical
staff may misuse this data (e.g., to assign unnecessary or more
expensive treatments, or for personal retaliation). Misuse can
have severe consequences ( “I got a bill from the hospital for
$26,000. They had padded it. [...] I can’t prove that none of
that stuff happened,” PS5).

Insecurity resulting from inadequate protections is another
frequent concern. Twenty-four participants mentioned
hacking, and six specifically mentioned viruses or malware.

Information Dissemination. With regard to information
dissemination, older adults were primarily concerned with
their personal information being sold for profit, or being
disclosed with malicious intent to cause reputational damage,
humiliation, or embarrassment.

Specifically, 11 participants discussed the possibility of
information being sold and subsequently used for secondary
or even malicious purposes ( “If it’s confidential and private, I
don’t care if they have all my information. [...] As long as [...]
it wouldn’t be abused, or I'd get a bunch of salesmen calling
me trying to sell a device or a pill or something,” P10). Others’
concerns were more general (“I would just like to see some
kind of safeguard [...] in the technology so that strangers [...]
don’t have access to knowing everything about you, because
strangers don’t really need to know,” P47). Even if the initial
intent is not malicious, disclosure of sensitive economic and
health information can endanger benefits older adults might
otherwise receive, such as social security, disability allowance,
insurance coverage, and eligibility for senior housing or
assisted living facilities.

Participants concerned about scams and fraud often
recognized that the information being used by scammers (or
even hackers) for illegitimate purposes may come originally
from disclosures someone purposely made to legitimate
recipients, demonstrating again the limits of users’ control (“7
no doubt shared my social security number with some other
benevolent entity [...] but that someone decided that that might
be of value in the open market,” P51).

Unlike with commercial data, in the few cases where
participants mentioned specific cases of medical data having
been shared in ways they saw as violating their privacy, it was
usually obvious to them who had shared it and when.

However, participants also expressed the desire to balance



privacy and security with the benefits of data portability,
especially with regards to healthcare, research accessibility,
and legitimate access delegation (“I wish [doctors] would
share [my medical records with each other], but they don’t.
It’s so compartmentalized that it’s [...] really frustrating. [...]
It’s a benefit and it’s a curse, [...] because [...] unless you tell
them, [...] they don’t know what is going on with the [other]
doctors in your life,” P46). For instance, the poorly defined
legal role of informal caregivers generates annoyance about
privacy and security protections and may erode privacy values
(“The privacy to me seems like overkill. The concern about
the hoops I have to jump through to be able to order the wife’s
prescription or to speak for her. I know that there are lawsuit
reasons [...] so they have to be so so so so careful. But I don’t
share that concern. It probably shows that I am naive,” P123).

Privacy Invasion. While the risks of physical attacks and
reputation damage are not exclusive to the online world,
participants noted that modern technology exacerbates them
(“When you are having a private discussion with someone,
you ought to be able to feel that it’s as private as those that are
involved in it are willing to be, you know. You can’t obviously
be sure that they won’t go blabbing it all to the next person

they talk to, but, I wouldn’t want technology doing that for me,”

P15). Participants were particularly concerned about location
data and data about their in-home activities, which some saw
as sources of compromising information that could facilitate
physical attacks on them or their property.

A few of our participants were also concerned about
interference in their decisions, such as the use of social media
to interfere in the US elections (“I think that they expected
that Facebook information would be effective in addressing
specific group of voters. When you think about it, it is not
far-fetched. It is perfectly reasonable,” P121).

5.1.2 Seniors’ Views About Age-Based Differences

Some participants discussed beliefs about generational
differences in privacy attitudes, or in privacy risks.

Beliefs about Whether Seniors Are More Concerned
about Privacy than Younger People. We observed a
dichotomy in seniors’ views on age-based differences
in privacy attitudes. Some participants (9/46) expressed
fundamental beliefs about privacy. They explained that they
grew up with the idea of privacy as a valuable human right,
where information sharing has limits and rules defined by
social norms—norms that some believe are changing across
generations (“...People say, ‘Well, if you’ve got nothing to hide,
why don’t you tell them?’ It’s none of their business! [...] It’s
much less so in this new age: the millennials, they don’t seem
to be quite so concerned about it. But when [ was growing up
there was some very strong limitations on what you ask people,
what you told people. [...] So it’s a generational thing,” P22).

Some other participants (4/46) expressed the contrasting be-
lief that older adults do not need to worry about privacy as much
as younger people do. Some ascribed particular reasons, such as
not being concerned about job opportunities ( “If I was younger,
it might hinder me from jobs or even benefits of some kind. But
now I don’t think it would inhibit me from benefits,” P21).

So while some described changing needs or views over time
(“This may be a function of age because, at this stage of my
life, I don’t feel like I have great secrets or private information,”
P6), others view privacy as a constant (“I’m old fashioned
enough to know what privacy is and to value it. [...] If at my
age I don’t have a few things to hide from a few people, my
life has been totally wasted,” P113).

Beliefs about Whether Seniors Are Seen as Attractive
Targets. Participants expressed some contradictory opin-
ions about whether older adults are viewed as better targets
for security and privacy attacks. Several participants believe
older adults are specifically targeted because they are viewed
(correctly or incorrectly) as vulnerable, easy targets, especially
for social-engineering attacks. They attribute the targeting
to assumptions about seniors’ low technical literacy; lack of
support (“I think [the falsified bill] is because they think old
people are stupid or they 're not aware and I was there alone.
I couldn’t prove anything,” P5); or gullibility (“Because it’s
elderly are more fallible, or they’re more trusting, so they
take advantage,” PT). At least one believes attackers make
assumptions about their financial situation (“Maybe he thinks
I’'m wealthy and [is] after my money,” P13).

In contrast, a few older adults believe that attackers do not
see them as “major consumers” (P110) and doubt that their
information is useful enough to be exploited for commercial
purposes (“I think that I am not a focus of whatever these
companies are looking for. They probably look at my data—if
they look at it—and say, Oh, don’t bother with her. She’s too
old to participate, or maybe doesn’t have enough money, or
I don’t know what they think,” P110).

5.1.3 Unrecognized Threats

Some older adults in our interviews did not purchase their own
devices, and instead rely on used devices or public equipment
and services. Few of those participants mentioned potential
privacy and security threats associated with public or used
devices, which we discuss below.

Use of Public Devices and Services. Older adults are less
likely to own their own computers or smartphones than
younger people [7], therefore, seniors are more likely to
use public devices. Six participants mentioned that they use
public computers (e.g., in libraries or at senior centers). Some
use public medical devices; two participants mentioned that
because they do not have blood pressure monitors at home,
they “go to Walgreens and other places, where they have free



checks. And I got it checked recently at a health fair,” (P10).
Privacy and security in such situations depends on what data
is collected, how it is stored and used, and whether the devices
and entities collecting it are subject to HIPAA [61].

Participants’ use of public devices is usually motivated
by either the high cost of purchasing a device or a lack of
perceived utility in owning one, e.g., due to infrequent use.
Infrequent use in turn amplifies security risks related to lack
of skills and experience, e.g., in detecting malicious events
or suspicious websites, links, or documents [71-73].

Few participants expressed concerns about public devices
or public Wi-Fi networks, even though they are more likely
to expose users to vulnerabilities such as malware infection,
data leaks, and other privacy and security threats resulting
from accidental shared access, shoulder surfing, and Wi-Fi
spoofing Instead, most simply appreciated that someone else
was maintaining the devices: “That’s another reason why I
don’t want a home computer. I go to the library, and if [the
computers there] crash, they’ll deal with it. [...] If I had one,
and it crashed [...] I'd just leave it off. I don’t want to have
to pay for the repairs,” P10. However, the effectiveness of
maintenance is a function of the expertise and diligence of the
person in charge and of the resources available at the public
facility. Moreover, the security efforts of administrators can
still be compromised by user behavior [9].

Use of Second-Hand Devices. Seven participants men-
tioned that they use second-hand devices given to them by
family, friends, or neighbors (“Grandpa gets the oldest phone.
When they get upgraded, the phones trickle down. [...] I am
thrilled with it, and it is too old for anyone else to use in that
household,” P121). The most common were smartphones,
computers, tablets, and TVs, though one person mentioned a
cleaning robot. Refurbished computers were also mentioned.

Reuse of such devices entails serious security and privacy
risks, for both the previous owner (e.g., personal data
disclosure, unauthorized access) and the new owner (e.g.,
malware and viruses). Moreover, access to technical support
and security updates declines over time, further increasing
vulnerability [70]. However, no older adults among our partic-
ipants mentioned any potential risks from using second-hand
devices, and only one mentioned that the previous owner reset
the device, although it is not clear how effectively it was done
(“My friend did give me her old Mac. So I need to set that up.
She wiped hers out. It’s an older one, but she was using it for
school, and she did video chats and everything on it, so it’s
very up-to-date. I don’t need the latest,” P36).

5.2 How Older Adults Manage Privacy and
Security Risks
Similar to previous studies with older adults [16, 36, 47],

our participants hold a range of attitudes about whether
privacy and security concerns can be addressed in the current

environment—which affects their attempts to mitigate those
concerns. Some participants were pessimistic, believing that
users have lost control over their personal information (“7
wish they would take the word privacy out of the dictionary.
There is no such thing anymore. [...] I think it’s the genie out
of the box. I don’t think it can be addressed,” P43).

Such fatalism can result from a perceived lack of control
and transparency, which leads to inertia against taking active
security- and privacy-enhancing steps (“I was thinking of
cancelling my Facebook account but then I read that even if
you're not a member; that they can get all kinds of information,
so I don’t know if [ want to bother with that,” P20). Another
reason is a lack of confidence about having the knowledge and
skills to protect one’s own information (“I’m not sophisticated
when it comes to all these electronic gadgets and so I don’t
know what the possibilities are for control that is unavailable
to hackers and thieves,” P20).

Some participants explicitly attributed their attitudes to age
(“Don’t forget, ’'m old. And some things [...] you just sort of
have to let go and you don’t want to use your energy atit. [...]
I want my information back and they say no, sometimes you
Jjust have to go ahead [...] Not everybody can fix everything.
You just have to live with the consequences. That’s why you
shouldn’t be saying nasty things on the Internet, because it
comes back to haunt you and you can’t fix them,” P107).

Other participants are less fatalistic and discuss how privacy
can or should be restored and protected (“I value privacy. I
don’t necessarily want anyone who wants information about
me to be able to get it too easily, and too cheaply. If they are
going to get it,  want them to work for it, and pay for it, as a
way of discouraging them,” P113).

5.2.1 Passive and Active Mitigation Strategies

We categorize the end-user security and privacy management
strategies participants talked about along a scale of passive
to active approaches.

One of the most commonly mentioned (28/46) passive
mitigation strategies is to limit the use of technology or to
avoid it altogether—sometimes causing notable inconvenience
to the non-user (“When you get Uber, if you don’t log out and
sign off each time, they know where you are all the time. I don’t
like that, location. [...] [1: So, what are you doing about that,
do you still use Uber?] No, [ don’t. [...] It is just that when [
go [...] in the city, instead of getting on the bus it is easier call
Uber and, you know, but I have discontinued that,” P46).

Other passive strategies include using services and devices
with good reputations or brand image, and just generally
trying to be cautious. Relying on such passive strategies is
a double-edged sword. For example, relying on caution is
subject to overconfidence bias [1], and depends on the user’s
vigilance, knowledge, and skills in detecting malicious actions
and predicting the consequences of their behavior [18]. At the
same time, unfortunately, many participants mentioned simply




accepting or ignoring known risks.

Active mitigation strategies include configuring privacy and
authentication settings, using protective software and services,
and deleting or refusing to provide personal information.
Many participants mentioned strategies that mitigated the
consequences of violations rather than the causes, such as
blocking unwanted contacts or content, or discontinuing
their use of devices or services after experiencing privacy
or security violations. We provide more details about these
strategies, along with supporting quotes, in Appendix B.

5.2.2 The Role of Usability and Learnability

Our participants often explicitly view themselves as vulnerable
to privacy and security threats because they have trouble
using and configuring new technologies by themselves and/or
because they know less about how the technologies work.

Usability, Learnability, and Risk. Participants mentioned
obstacles related to the usability and learnability of privacy
and security functions. These obstacles often result from or
are amplified by general usability issues.

Despite their prevalence, passwords suffer from well-known
usability issues [66, 84, 93], such as needing to be memorized
and changed (“I have a list of [passwords], and sometimes
the computer will remember them, which is helpful, and then
sometimes not. I have it written down and sometimes they
make you change the password and I forget to write it down,”
P6). Participants have a variety of strategies for dealing with
this—including strategies that are commonly viewed as
poor security practice (re-using, choosing simple/guessable
passwords). Many participants have heard advice about good
password practices, but cannot effectively implement all of
that (sometimes conflicting) advice ( “I use the same password
for everything and I have used the same password for years.
Even though we have been advised not to do that. [...] It’s
hard enough for me to come up with a password that I can
remember and not write down—they tell you not to write it
down so I don’t do that,” P110).

In addition to authentication, participants mentioned poten-
tially privacy-relevant usability issues like accidentally acti-
vating voice control on a phone, or not being able to figure out
how to sync email to delete a message on all devices at once. In
addition to a general feeling of having lost control or not having
mechanisms to exert it, several participants doubt such mecha-
nisms could ever be usable (I: “What if the system will give you
control over the information so you can decide who can access
it? [...]” P: “That’s just too much trouble. [...] By observing
other people with computers, they are always messing up. [...]
It’s not just push a button and have it do what you want,” P1).

Delegation of Privacy and Security Management. A re-
lated issue is that older adults often involve others in managing
their privacy and security (e.g., configuring settings) [cf. 70].

They may even hand it over completely to family members,
someone in their community, or technical experts (“It’s called
TouchID? [...] Yeah, I think I've heard of that, but my son did not
set me up for that,” P103). Delegation of security maintenance
is a common practice among the general user population [29,
32], butdue to especially limited digital literacy and experience,
it may occur more frequently among senior users [12].

Older adults’ need to turn to others for help with non-
security-related technical issues (e.g., general setup and
maintenance) can have security consequences. (Table 6
provides a general overview of older adults’ tech troubleshoot-
ing strategies and issues that arise with each.) For example,
sometimes older adults share account credentials with family
members, friends, and (professional or volunteer) technical
assistants [94]. One such community “technical assistant”
commented: “She didn’t mind if I put [her] Amazon account in
[my] phone, the credit cards and stuff, but I didn’t want to get
my Amazon account confused with hers, that’s for sure,” P123.

The Consequences of Delegation for Learning. Although
relying on relatives and acquaintances to take care of tech-
nology setup and maintenance works for some participants,
others discussed the difficulties such reliance can create. In
particular, children or other family members might not have
enough time to help, or when they do, might try to forestall
further needs by discouraging older adults from fully using
the technology. Limited explanations may leave older adults
with an awareness of risks but few details on how they come
about (“My son is very good protect for my computer, not
everybody can get it. It’s very security for that. He just don’t
want me to check this, check that, get a virus. [I: So how does
he protect...?] I don’t know,” P16). These issues emphasize
the need for older adults to have independent channels for
learning about and troubleshooting technology.

A few participants acknowledged explicitly that relying
on others to set up and troubleshoot devices means they don’t
have much understanding about how they work ( “It’s just part
of my resistance to technology. [...] [The paid technician] is
a smart guy and I don’t have the patience to unravel it if it is
not doing what it is supposed to do,” P8).

A few said they just aren’t interested in learning (“I kind
of just decided that I'm not interested in learning a lot of new
technology,” P77), but even those who are interested can find
themselves falling back on asking others to solve problems
for them (“I belong to the computer club. [...] I've gone to
their picnics a couple of times, but if you belonged to the club
you have someone that will come and help you if you have
problems with your computer. I don’t have to know that much
about it if I have a problem,” P5).

5.2.3 Sources of Information on Risks and Mitigation

Even participants who had not been targeted for specific
privacy or security attacks seemed generally aware of potential



issues and described sources where they learned about risks.

News media are a common source [cf. 70]. Given the timing
of the interviews (May—June 2018), Facebook’s Cambridge
Analytica scandal [13] came up frequently (“Judging from
the recent things that have come out with Facebook and Mark
[Zuckerberg], I realize that whatever you type in, goes out”
P32). Several participants mentioned having heard about
Alexa mistakenly sending a private conversation to a random
contact in the owner’s address book [46], as well as other
stories about identity theft, data breaches, and data brokering.

Stories are sometimes accompanied by tips on how to
avoid such scams or mitigate consequences of larger incidents,
especially in publications for seniors such as the AARP
Bulletin (“Sometimes when [the service provider says],
‘You should change your password. Your identity may have
been stolen,” or something like that, then I would change my
password. [...] Or, you know, on TV they would make that
suggestion,” P13). Data breach notifications from companies
did not feature prominently in our interviews.

When the mitigation against a particular incident is fairly
simple, these channels seem effective. However, more general
or more complicated stories sometimes leave participants
confused about the actual pathways data can take, and with
a garbled or incomplete idea of how to protect themselves
(“Well I read in the paper that there are these search engines
and they can get into computers [... ] especially through Wi-Fi
so I have Wi-Fi turned off,” P108).

Another source of information about risks and mitigations
is materials, classes, or lectures targeted specifically at older
adults. Computer classes we saw advertised for seniors
contained some privacy and security content. Generally,
participants find computer classes beneficial (“They give
lessons, many, many classes every year on how to use your
phone, or how to use computers, or how to use anything [...]
and they’re very good,” P5). However, some noted that “it’s
hard to know if [classes are] at the level that you need” (P18),
or find classes too difficult (“I need like ABCs, 1-2-3s. It was
not basic enough for me,” P69).

Several participants mentioned having attended or heard
about talks on how to avoid scams. For those classes, the
relevance is generally clear (“They have seminars on [...] how
to avoid being scammed. [...] [I: Do you believe that it could
happen to you too?] Yeah, why not, sure, but...” P7). But in
other cases, participants did not make the connection between
lecture content and consequences for their data (“Somebody
came and talked about the cloud. What is it, what does it do,
you know, that kind of thing. I went and I thought I don’t need
all this. [...] I just look things up and send a few emails and
that’s about it. I don’t care about anything else,” P5).

5.3 Notable Misconceptions and Blind Spots

We identified common misconceptions regarding technology,
data collection and sharing, and protections that could lead

to older adults’ forming inaccurate privacy and security threat
models, or increase their vulnerability to risks.

5.3.1 Uncertainty about Information Flows

Uncertainties about what data is collected, transferred,
and used, and how, are common in the general population
[8, 62, 90], and among our participants in particular. In
addition to lack of transparency about data practices, lower
technical awareness and experience can aggravate the
proliferation of such misconceptions among the elderly.

Asnoted in §5.1.1, some participants expressed incorrect
assumptions that technology only collects information users
input themselves, or were uncertain about it (“I like to think
that the smartphone only has in it what I put in it. Now I could
be dead wrong but I like to think that,” P22; “I don’t see my
phone capturing my data, unless—what I enter,” P104).

In contrast, some assume that virtually everything is
collected, shared, and retained, which can lead to fatalism or
resignation ( “Apparently they can track, from cell phones and
cell phone towers they have a record, they can piece together
so much about you,” P113).

In a couple of cases, misconceptions about data collection
were due to uncertainty about which devices are Internet-
enabled (“I am assuming that [a smart speaker] is not really
connected to the Internet. It has to do with information you put
in, so I wouldn’t worry about what information they had about
me. [...] [I: It is connected to the Internet.] [...] Okay well I
am wrong then, then it will know a lot more,” P46). However,
it was rarely so clear whether our respondents thought data
collection and processing happen on-device or whether it
is sent off-device. Although studies have shown [50] that
this is an important distinction for users when asked about it
explicitly, our study participants did not specify it unprompted.

Data flows in emerging technologies are especially opaque
for older adults because they may be less familiar with the state-
of-the-art sensors and algorithms, or with advances in artificial
intelligence, than the younger population [80]. They may base
their assumptions about how devices work—and therefore their
privacy mitigations—on analogies with more familiar technol-
ogy (I: “What kind of information would you expect the devices
to collect about you? [...] What about the smart speaker?” P:

“Answering questions. I have begun to use this feature in the
phone. [...] So, I guess what the smart speaker would do would
be anything that the smart phone can do and then maybe more.
I don’t know what that might be,” P60)—[cf. 69].

5.3.2 Uncertainty about Data Persistence

We also identified misconceptions about the effectiveness and
extent of data deletion. A couple of participants said that when
they delete a file or an email, they believe there is no longer
any record of it, while in practice it is still locally stored and
was simply moved to a Trash folder. The feedback they receive



from synced devices (when working correctly) reinforces
this belief: when email is deleted on a computer, you can no
longer see it on a mobile device, suggesting that it was deleted
permanently (“It is all connected. Once I delete it [on the
computer], the phone is also,” P7).

Several participants believe that data is overwritten, rather
than stored permanently on the device or in a digital database.
Sometimes these assumptions are based on analogies with
older or more familiar technologies ( “I thought it was just [...]
like recording over the tape [...] like where you used to tape
programs from television. If you recorded over that tape, you
wiped out pretty much what had been said or done,” P35).

A couple of participants were also surprised about the
duration of data retention (“I hadn’t even thought about
[hearing aid apps] collecting [data], or where all that stuff
goes. I think it’s only me hearing it. Phew. Is a record of that
around forever?” P123).

Some participants assume that the information a device
shows the user is a complete record of everything that device
has collected (“There’s nothing that is recorded. [...] The only
thing the phone would show is who called me,” P110).

5.3.3 Blind Spots in Mitigation Strategies

Beyond data deletion, misconceptions about data flows and
persistence, or about security mechanisms, may lead to older
adults relying on other ineffective means of protection, or
using protection strategies ineffectively.

Several participants mentioned not being sure about the
effectiveness of their strategies (“I gave money to a firm that
said that they would provide some protection for my bank
account, brokerage account. I don’t know whether really that
they would be that effective. [...] Probably a waste,” P51). In
extreme cases, the “security service” turned out to be a scam
or ransomware attack (“I got a call from some outfit that said
that there was [...] some billing that had been done on my
account from Russia. [...] And I said I didn’t order that. [...]
They persuaded me, which was an error on my part, to buy
some service from them, and I bought the service and then [
was told that that service offering was a scam,” P20).

In contrast, some other participants may be overly confident
about the effectiveness of the mitigation strategies they use,
or due to lack of knowledge, consider less technologically
advanced threat models. Such overconfidence may lead to
neglecting security advice or reducing protection efforts: “The
nice thing about using Apple, is that there aren’t hackers like
there are with Windows. In Windows everything gets hacked
so you have to have an anti-virus, an anti-something else, and
you have to have the firewall. My Mac has two firewalls and
that is all I need. [...] I think they come installed,” P25).

Even when participants were aware of threats, they often
did not know how to effectively protect against them. For
example, P22 said “I try to change my passwords regularly.
And a lot of my passwords are so obscure I would be surprised

if anybody could figure them out, although I know that they
can be figured out. The references in my passwords are to
things that nobody would associate with me. [...] So that’s how
I try and protect myself. I don’t know how else to do it.” When
choosing passwords, she does her best to try to make it harder
for a lay person, presumably knowing some basic information
about her, to guess it. However, such passwords may not be
at all “obscure” for a hacker using brute force.

As we noted in §5.2.1, several participants mentioned
strategies that mitigate privacy and security consequences,
rather than the risks themselves. In some cases, they do not
necessarily recognize that these strategies do not address the
causes of the threat—or are not concerned that they do not. For
example, a participant mentioned blocking telemarketing calls
(“Ialso have a call blocker on my phone. So I got rid of those
unwanted calls [and] robocalls,” P110). The participant was
satisfied with the strategy, but of course a call blocker does
not remove personal information from call lists.

A few participants acknowledged the ineffectiveness of
mitigating consequences in addressing root causes, but said
they felt helpless to find a better solution (“You lose control
once some outside agency has information. I am unable to stop
the flood of phone calls whose origin and purpose I cannot
imagine. The only thing I can do is what one daughter-in-law
suggested—don’t answer it,” P69).

Unsubscribing, discontinuing, or simply abandoning a ser-
vice can be as ineffective in addressing the root cause of the risk
as mitigation of consequences. And when not done properly, it
may even increase exposure. For example, abandoned accounts
are often used for social engineering attacks and identity theft
[88] (“The other [incident of identity theft] almost had to
be dishonest people that can view credit bureaus. Because a
couple of accounts that we had zero balance on, we had cut
up the credit cards, we had not closed the accounts,” P123).

Finally, users only employ mitigation strategies when they
have some awareness of the risks. Infrequently recognized risks
are therefore infrequently protected against, for example, risks
associated with public or hand-me-down devices (see §5.1.3).

5.3.4 Belief They Have Nothing to Hide

Echoing the “nothing to hide” fallacy [82], many participants
feel that an honest person who has nothing to hide should not
need to protect their privacy (“I have no nefarious activities,
so I have no problem,” P121; “I'm not that sensitive. I'm very

‘open book’ person,” P31).

Similarly, some participants do not recognize the potential
risks of data misuse (or underestimate its probability) if they
do not view the information as sensitive or high-value (“Who
would really care how many steps a day I take? [...] I can’t see
how anybody could use that information to make money. [...]
Unless maybe they wanted to sell me some exercise equipment,
like a treadmill. [...] I don’t see that as a realistic possibility
of ever happening,” P7).



One possible explanation for why these misconceptions
occur is that participants often focus on the considerations of
potential reputation damage and overlook broader security
risks that could lead to material and financial consequences,
or threats to physical safety. Although not unique to the older
population [82], this misconception was quite common in
our interviews, so we believe it is important to consider when
designing privacy and security interventions for older adults.

6 Discussion and Implications

Below we summarize our findings, then use them as a basis for
recommendations to providers of security awareness programs
and education, and to technology designers. We also discuss
potential future work.

6.1 Recap of Main Findings

Comparative findings in prior work show that distribution
of privacy and security attitudes is similar across age groups
[40, 41, 62, 91, 95], while privacy and security knowledge,
behaviors, and risk levels differ [e.g., 34, 36, 41, 48, 58, 62,
73, 90]. Our results add depth to this picture, illustrating how
certain privacy and security risks are amplified for older adults.
Amplification can be due to less knowledge and experience
with technologies, decline in physical and mental abilities,
and/or specific financial or living situations. For instance, we
found that inhabitants of senior living facilities are particularly
subject to surveillance, and often have to give up privacy
and control of personal data. Our participants often reported
using public and secondhand devices and public Internet
access, yet they are not always aware of the potential threats
involved. They are also concerned, confused, and often have
misconceptions about data flows and risk mitigation strategies.
Participants provided insights on barriers to learning
about, understanding, and using privacy and security pro-
tections, which are heightened by memory decline and
physical limitations. In particular, we find that difficulty in
using technology—whether older adults attribute it to user-
unfriendliness or to their own lack of skill or knowledge—Ieads
to a lack of self-efficacy about privacy and security. Therefore,
addressing those barriers is an important basis for empowering
older adults to use technology more safely and comfortably.

6.2 Suggestions for Awareness and Education
Programs

We found that many older adults lack a nuanced understanding
of newer technologies and the data they collect, leaving them
especially vulnerable to privacy and security violations. Their
particular concerns, misconceptions, and blind spots could
be addressed through tailored training and educational efforts.

Expand educational programming. Existing program-
ming that older adults find valuable, such as computer

classes, lecture series, or computer clubs, can be expanded.
We recommend developing security and privacy materials
specifically designed for this age group, in collaboration with
trainers and older adults themselves. In addition to scams,
such materials should address issues of most concern to older
adults, such as surveillance, and misconceptions about data
collection, persistence, and sharing. Engagement in social
media, including dating websites, should not be overlooked.
Potential risks of using public or hand-me-down devices, and
how to mitigate them, should also be considered.

Targeted materials will allow those leading the classes to
more easily tailor them to seniors’ needs and knowledge—
including making the necessary connections between
technical facts and practical consequences, so that seniors
better understand the relevance of the technical details.

Leverage existing points of contact for outreach. Privacy
and security information for older adults can be disseminated
via channels they already use to get help with computer
problems (see Appendix C), as well as resources they look to
for general help and advice, such as publications or websites
directed at seniors [cf. 70].Vendors and computer-repair
experts could make age-appropriate privacy and security
“checkups” a standard part of setup or troubleshooting
conversations with seniors.

6.3 Suggestions for Technology Developers

Participants often avoided or stopped using technology due to
privacy and security concerns or violations, which also affect
their intentions to purchase and use emerging technologies.
Participants frequently linked their privacy and security
behaviors to usability concerns. This finding is an important
illustration of the direct economic incentive for technology
designers, developers, and manufacturers to address the
privacy and security concerns of older adults.

Improve transparency and control, address misconcep-
tions. Security and privacy controls should be designed to
account for misconceptions common among older adults (see
§5.3), to anticipate and address respective risks. Incorporating
privacy controls where the default is the most private setting,
as older adults rarely configure them [42], is a first, basic
structural change.

Standardizing and being upfront about the types, amount,
and granularity of information collected and shared may
enhance older adults’ awareness and reduce the likelihood
they will discontinue use after being surprised by a perceived
privacy violation. Device descriptions and apps should make
clear when information is sent over the Internet (rather than
processed on-device), and where possible should incorporate
data-transmission indicators [38, 55, 100].

Address usability issues and improve system design.
Interfaces should be designed to optimize older users’ ability
to authenticate, configure settings, and accomplish other
security tasks without errors in a reasonable time. For instance,



usability issues associated with aging-related ability declines,
such as reduced vision and acuity, hand tremors, memory
worsening, and lower skin conductance [17], may complicate
authentication management [33] and may lead older adults
to choose less secure mechanisms.

To address the identified usability issues, designers can rely
on expansive knowledge and guidelines in that area [25]. Forin-
stance, they can add security indicators for “trustworthy” appli-
cations, or provide default configurations for data backup [21].
Designers and developers should focus on facilitating informa-
tion management (e.g., editing and deleting personal records).
Companies should involve older adults in the development
process through participatory design and usability testing.

6.4 Future Work

Some of the patterns we identified in our exploratory
qualitative study merit further systematic investigation, such
as older adults’ uncertainties about data deletion and retention,
or their use of public and secondhand devices. Consequences
of those behaviors could be assessed in controlled behavioral
studies. In particular, it is not yet clear how the issues we
identified affect older adults’ privacy and security behavior as
compared to the general population, or whether their security
and privacy management strategies are more or less effective
than those of the general population.

Older adults’ use of emerging technologies, especially
healthcare technologies, also warrants further exploration.
While many of our participants used such technologies, or
had heard of them, their use and knowledge was sufficiently
heterogeneous that clear themes did not emerge. Further
research is needed to examine specific privacy and security
questions about older adults’ use of these technologies in
greater depth and at larger scale.

Finally, the measures we recommend should be tested “in
the wild” to determine their efficacy. For example, we might
test whether having targeted training materials for educational
programs can positively impact older adults’ privacy and
security behaviors; or whether more transparency about data
collection and sharing improves their comfort with using an
app or device. Of particular importance would be age-specific
usability tests of enhanced privacy and security controls,
especially for new types of technologies such as healthcare
and other monitoring devices.

7 Conclusions

As the population of older adults grows and turns their
attention to technology, systems will need to be designed to
enable informed choices, better control over personal data,
and improved security for this user group.

Through semi-structured interviews with 46 older adults, we
identified a variety of privacy and security attitudes and con-
cerns, threat models and mitigation strategies, common miscon-

ceptions, and usability issues with currently deployed privacy
and security controls. In general, the range of privacy and secu-
rity attitudes, as well as the threat models and associated mis-
conceptions mentioned by older adults in our interviews and
reported in prior research, are also common among the younger
population. However, our findings illustrate how older adults
may be particularly vulnerable to certain risks and experience
difficulties in mitigating them, due to age-related declines in
abilities, and to their relative lack of technical knowledge and
experience (shown in previous studies and confirmed here).

Emerging technologies featuring smart sensors or machine
learning algorithms were especially concerning for our
participants. Their data flows were difficult for participants
to understand, likely because of their opacity. Participants
specifically mentioned concerns about passive data collection
(e.g., by smart speakers) and their privacy as bystanders (when
other people’s devices collect information about them).

Our participants often reported using public and secondhand
devices and public Internet access, but were not always aware
of associated privacy and security risks. They also mentioned
concerns over the disclosure of sensitive financial and health
conditions, which could be accelerated by the proliferation
of e-health and health-monitoring systems. Participants
mentioned concerns that such disclosures may endanger
benefits they might otherwise receive, such as social security,
disability allowance, insurance coverage, or eligibility for
senior housing or assisted living facilities.

Residents of senior care facilities especially often acknowl-
edged being resigned to the loss of privacy in exchange for
care and safety. For seniors living independently, balancing the
tradeoffs between care/safety and privacy is an open dilemma,
as it conflicts with their desire for independence.

Finally, we found that one of the most commonly mentioned
approaches to mitigating privacy and security risks was to
avoid or limit using the technologies. This finding suggests
that businesses offering devices or services targeted to or
used by older adults may accrue economic benefits and gain
a competitive advantage by considering the opinions and
addressing the concerns of this population.
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A Privacy and Security Risks and Concerns

Table 3: Privacy and security risks and concerns based on Solove’s taxonomy [81].

Group of risks

Examples

Supporting quotes

Information collection

Tracking of online browsing.

“The computer with cookies, they know where I go. They have
data about me that I really don’t like them having. This whole
idea of computers knowing how the users are using the computer
and gathering that data and then selling that data to others who
make money from that data. I have real difficulty with that,” P60;
“ I know that there are a lot of people are watching what you do
on the computer so I don’t do anything,” P5.

Video and audio monitoring; data col-
lection by wearable and context-aware
sensors; surveillance including personal
stalking, broader government and
political surveillance, and monitoring of
older adults by family members, medical
care staff, or senior facility management;
passive audio and video collection by
phones, computers, fall detectors, smart
TVs, voice assistants, and home-control
systems.

“We Jews don’t face the repression in this country today that
we faced in my parent’s generation, okay? [...] [But] I am never
completely far removed from thoughts of political repression.
That’s why I talk about surveillance,” P113; “These Alexa things
[...] I guess it’s always on, and always capturing [my data],”
P104; “A person has some kind of a [... ] voice assistant and that
[...] record his private conversation and send it to somebody else.
So I don’t think it is a safe thing to have. I would throw it out of
the window,” P37; “With the new smart televisions if you know,
like with the computer too, they have the camera that they can
look at you. [...] Some people cover up the camera with a piece
of paper or tape. I am not quite that paranoid,” P33.

Violation of bystanders’ privacy,
especially by voice-activated, video-
monitoring, and other context-aware
systems.

“I guess it’s like an invasion of privacy. [...] When someone puts
you in a room, they should tell you that there’s a recorder there,”

P37.

Information processing

Data aggregation; individual profiling;
targeted advertising.

“They know everything you are doing, they know what you are
looking at, they know what you are, you know, searching for and
everything else. [...] One thing if you are looking at it on the
computer, but then if you are talking to somebody and you make
a remark about somebody or something or about politicians or
something, well somebody could actually gather all that data and
use it and say, well this person is a nasty democrat or left-wing
or right-wing or whatever, so that is the only thing concerning,
about the smart speaker especially,” P33; “Everything you buy,
everything you look at, even, you know, if I go on Amazon and
1 look at something, then I'll see an ad for it on Facebook. [...]
I don’t like all these ads,” P108.

Telemarketing, spam (e)mail and calls,
and other unsolicited marketing.

“Oh yeah, you get a lot of weird calls when you are a senior in
a rest home,” P108; “When you go on to these other sites looking
for something then you get a barrage of emails afterwards. And
1 either delete them and if they keep on coming I try to find the
place I can unsubscribe to them,” P110.

Fraud and scams (including medical
contexts); phishing; identity theft by
phone, email, and through social media
(including dating websites).

“They could probably scare me. They could say you have cancer,
or you have something that we can’t cure, or you need a surgery
that you don’t need. [...] Just for profit. [...] Let’s say that they are
a doctor who doesn’t accept Medicare or your [insurance] plan,
and they say well you have to pay for this out-of-pocket because
you think you have cancer and you need a special medication
or something,” P46; “Somebody was using [my friend’s] Kaiser®
number and getting services at another Kaiser location, and then
she started getting these weird co-pay bills and discovered [her
medical identity was stolen],” P71.

Continued on next page

3Kaiser Permanente is a major U.S. health care and insurance provider.



Table 3 — continued from previous page

Group of risks

Examples

Supporting quotes

Unauthorized access to personal in-
formation, e.g., by hacking, accidental
shared access, or abuse of power.

“People that shouldn’t have access to your records who are in
an official capacity could, you know, use information about you
that they happen to see. [Say] somebody works at the DMV* and
they looked up address of ex-girlfriend [...] and then they've got
out and hurt that person,” P71.

Price and service discrimination; jeop-
ardizing benefits older adults might oth-
erwise receive, such as social subsidies,
disability allowance, insurance coverage,
or eligibility for senior housing.

“[My personal information] might be used to influence my
insurance company to raise my rates,” P22. “I am grandfathered
in. [...][The director of the senior residence] would like to get
us out. She’s attempted in the past. [...] We have to [...] report
income every year. [...] And when she first saw mine, she was very
uppity about why the hell I was there. [...] But if I paid current
rent [...], I'd be homeless in 10 years. And she said, ‘Well then
you would qualify for here,”’ P36.

Viruses; malware; ransomware.

“You just can’t tell what’s a virus and what’s authentic. It does
make me, I got a virus on my computer from something and got
scolded. For falling for something [...] both [by] my son and the
repairman,” P18.

Data integrity; mistakes and errors in
personal records.

“You wouldn’t want somebody putting misinformation in your
record. Or [...] changing information in there,” P71.

Information dissemina-
tion

Disclosure; data breaches; selling of
personal information to third parties.

“It’s mostly other companies that I never, I really never shopped
in the first place that send me emails. [... ] Those are the ones that [
always want to get rid of. [1: And how do you think they got your in-
formation, then? | I'm sure it was shared by others. In fact, I know
for sure that the [state] Department of Motor Vehicles sells your
name and address. And I don’t know what else they sell,” P110.

Privacy invasion

General concerns about violation of
privacy as a fundamental human right;
interference in personal decisions.

“If other people can find out things about you that you don’t
tell them yourself, yes, I would consider that intrusive,” P1; “I
have personal knowledge about this type of situation in a family
where somebody wants to [...] try to make a case that somebody
is incompetent and the only way for them to do that would be, you
know, to provide some sort of proof,”, P47.

Table 4: Consequences of privacy and security violations.

Consequences

Description

Supporting quotes

Financial and material
losses

Material and financial losses, including
robbery or property damage.

“Will they get something from my pattern? Would they track
my daily activities? [...] So they can break into my house. I'm
worried about that,” P103.

Threats to health or
physical security.

Health impairment, injuries, and threats
to life or safety.

1: “How do you think this recorded conversation or medical
records or location or activity level or anything can be misused?”
“P: Well people can spy on it and then they want to come in and
kill you. They want to know when there is no sound and you are
asleep, then they come in,” P37.

Intangible
quences

conse-

Emotional, social, or ethical conse-
quences, such as reputation damage,
formation of stigma, social judgment, or
anxiety.

“[They could say] ‘Oh he has a smart phone and he’s [ ... ] going to
a meet up place where guys meet up.’ [...] It could be interpreted.
Surmised [that] I'm [a] bisexual guy. [...] I don’t know exactly
how they would take it. Or getting rebuffed and stigmatized,” P9.

4The Department of Motor Vehicles (DMYV) is a state-level government agency that administers vehicle registration and driver licensing.



B Mitigation and Management Strategies

Table 5: Mitigation and coping strategies.

Passive strategies

Description

Supporting quotes

Limiting or avoiding
technology use

Not keeping personally con-
trollable data online or in
digital format; not engaging in
activities like online banking,
online shopping, or social media;
not using devices in general.

“I guess whatever [a computer] knows about me is whatever I have put
in or somebody else has. [...] That’s why I continue to not use online
banking or online payment services,” P25; “I don’t want [my financial
information] on the Microsoft cloud, I don’t want it on the Apple Cloud.
I want it on a hard drive that I know is on that computer and the portable
hard drive that is hooked up. I don’t use a wireless backup, a cloud back
up,” P123. “I am not counting on protection of my privacy. [...] I do not
use Facebook, I do not use any social media at all,” P121.

Using services and
devices with good rep-
utations or brand image

Reliance on manufacturers
to ensure security protection;
confidence that a product with
reputable name is safe against
security threats.

“I trust Apple more than most anyone. [...] If you sign into iCloud, if
you have that two-layer security turned on, whatever that is called, that’s
pretty secure stuff,” P123; “The nice thing about using Apple, Linux is
the system I use, is that there aren’t hackers like there are with Windows.
Windows everything gets hacked so you have to have an anti-virus, an
anti-something-else, and you have to have the firewall. My Mac has two
firewalls and that is all I need,” P25.

Trying to be cautious

“I’m aware that there is no privacy, so I would never say anything on
my phone or put anything in an email that I felt was in some way exposing
me to liability or whatever,” P121; “I would do a [ Facebook] like [for
political figures], or submit [...] and now I've decided not to do that
because you just don’t know what’s being captured. [...] And not like
anything bad’s going to happen to me, you know what I mean? [Not like]
I'll get stopped at the border or something. ,” P104.

Self-censoring transmitted
content.
Developing and  applying

methods to recognize suspi-
cious content or untrustworthy
intentions, e.g., in online dating.

“I try to be very careful with what I get on my email. I don’t indiscrimi-
nately open every message I get. If it’s not a name I recognize, I delete it,
don’t even open it,” P110; “He’s real rich, and he’s so handsome. [...] He
writes down pages and pages, [...] as far as ‘You make my life complete’
and he hasn’t met me yet! [...] So after a few times, I said, ‘You're too
good to be true,” and that sets off a red flag,” P13.

Accepting or ignoring
risks

Viewing personal information
as an unavoidable trade-off in
exchange for safety, or “free’
Internet services; avoiding
the high financial cost, time
and effort, or questionable
effectiveness of a remedy.

s

“One of the advantages of living in [an assisted living facility] is that they
have your complete records, and are in touch with your doctor,” P121;
“Facebook is free. In exchange [... ] you give up all this information because
it goes to advertisers. [...] So lots of different things that used to be |[... ]
technically free, they never really were, they were all monetized,” P71;
“If you give to one pet organization they probably pass your name along
to others. You know. I just have come to expect that. That’s a part of the
electronic age,” P110; “Some things you have no control over and can’t
do anything about. And also some things that you shouldn’t be spending
your time to do. [...] If you can’t fix it or get them to fix it, or don’t do
anything about that, ‘I want my information back’ and they say no,” P107.

Active strategies

Using or enhancing
authentication mecha-
nisms

Using passwords as required;
screen-locking PINs;  two-
step verification; biometric
authentication.

1: “How do you keep track of your password? [...]” P: “I have this file
for every company, everything that I use a password, I have it down there.
[...] But I try to change them once in a while,” P13. “I think if you have the
special connect with the hospital or the clinic and you have the special,
you have the PINs or the security code, I think it’s okay because the other
picture over there, you can see which doctor you want to talk to,” P16.

Configuring settings

Refusing location  sharing
permissions; deleting cookies;
managing audiences.

“I only have GPS on my phone when I need it. Nobody needs to know
where [ am—like MoviePass. MoviePass.com apparently wants to know
where you are”, P104, “I have set [Mozilla] Foxfire [sic] so that when
I close [it], all the cookies are deleted,” P108; “You can have a universal
setting [on Facebook] and then when you post you can change that for
the particular post,” P108.

Continued on next page




Table 5 — continued from previous page

Active strategies

Description

Supporting quotes

Protective software and
services

Anti-virus; ad-blocking and
anti-tracking programs.

“Well after being hacked, I don’t know if [...] it can really be secure. |
mean you purchase this anti-virus stuff that you put on there but it seems
like they are not able to do the work. If someone is bent on wanting to
get into your data or whatever device. That is pretty freaky,” P5.

Active management of
personal information

Refusing to provide personal
information; providing fake
information or dummy email

“I never give them my correct personal information. Just email. And a
email is just set up for [contests],” P104; “As I learn how to use it, [ will
delete what I didn’t feel comfortable with. If it wasn’t applicable to me.
[...] If it wasn’t useful information, I would delete it,” P60.

Discontinuing services

addresses; deleting personal
records.
Unsubscribing, discontinu-

ing, or simply abandoning a
problematic service.

“If you put the freeze [on your account with a credit bureau], nobody
can use your name to apply for new credit card. And then if you know
something happens, just close the account, right?”, P103; “My daughter
gotme a Facebook account. [...] When she set it up, we went on it together,

and I haven’t been back,” P15.

C Troubleshooting: Who Older Adults Turn To

Table 6: Troubleshooting resources used by participants.

Troubleshooting resources

Comments

Quotes

Providers

Older adults in our study most frequently look
for help from the service provider, the device
manufacturer, or the store/vendor. In some cases,
they find these sources satisfactory.

“The iPad, I went down to Apple, they’re always
crowded but I went very late and um, I was there for
like an hour and a half and they got it—you know,
they updated. it. So, I think they do a good job because
as you say, if you buy equipment and you can’t get
it to work, it’s very frustrating,” P44.

However, some expressed reservations about how
much time it could take to get help, or irritation at
having to deal with chat bots or non-native English
speakers.

“What happens frequently [...] you have a question,
an issue, and you're offered live chat. [...] Which
really isn’t a chat, it’s sort of a messaging. I hate it.
1 cannot, [ won’t go near it. [...] I want to deal with
humans,” P15.

Personal network

The first call many participants make is to children,
relatives, neighbors, or others in their personal net-
work. Some of these helpers are (or were) computer
or IT professionals; in other cases, they may only just
know more than the participants themselves.

“I have a guru that lives in southern California. 1
mail him stuff, we just sent him my computer, the
hard drive just died. [This guru] it’s my son! He’s
my computer expert. | want a new computer. I have
a new computer. He sends it up, all installed. All I
have to do is plug it in,” P77.

Freelance or volunteer
technicians

Several participants also mentioned computer experts
they frequently call on—either paid technicians,
or volunteers at a senior center or library. Some
volunteers are also older adults, who provide help to
others in their senior programs or housing facilities.

“Okay, depending on how bad a technical issue it was,
we used to have a guy that, our place provided some-
body that used to come to help people with technology.
You know, or to teach them how to get around,” P36.

Do it themselves

Participants may first try to set up the device or solve
the problem themselves, either relying on their prior
knowledge or searching online for how-to videos,
instructions, or help forum postings.

“I figure them out [the technical issues]. If I don’t
figure them out, there are one or more persons that
I could call,” P21.

Less frequently, they may try to find answers in the
instruction manual, but some find manuals confusing
or opaque.

“The instructions have to be a, b, ¢, d, and e. You
can’t just do a and b and skip c and gotod and e. |[...]
Smartphones don’t always tell you everything that the
phone can do. You have to figure it out yourself. I have
trouble with that only because it’s so complex,” P35.
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