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Abstract
Compared to other organizations, civil society organiza-
tions (CSOs) often operate in elevated-risk contexts, and
attacks against them carry much greater ramifications, in-
cluding threats to freedom of expression, liberty, and life.
We aim to capture the factors that affect the attitudes and
intentions of CSO employees to engage in security and pri-
vacy behaviors by using a survey-based study to collect
data about employees working at US-based civil society
groups. In this paper, we describe the steps that we take
to minimize risks to the respondents, such as employing
a privacy-centric survey design, anonymity-preserving in-
centive strategies, and recruitment that does not reveal any
identities. We hope that our experiences will inform and
assist researchers and practitioners working on protective
technologies for vulnerable populations.
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Introduction
Researchers and practitioners have traditionally focused
on the security needs and practices of the average users,
sidestepping underrepresented and vulnerable commu-
nities. In recent years, there has been an increase in re-
search examining the security and privacy behaviors of
such groups, revealing nuanced and community-specific
concerns and practices that differ from those of the aver-
age users [8, 26, 30, 24, 7, 15]. One such vulnerable on-
line population consists of employees working for civil so-
ciety organizations (CSOs), which include a wide range of
groups, such as humanitarian organizations, labor unions,
advocacy groups, indigenous peoples movements, faith-
based organizations, community groups, professional asso-
ciations, foundations, think tanks, charitable organizations,
and other non-governmental and not-for-profit organiza-
tions [4]. Compared to other sectors, civil society operates
in elevated-risk contexts [23, 21, 10, 12], where attacks of-
ten carry much greater ramifications, including threats to
freedom of expression, liberty, and life.

Civil society groups often lack the funds and human re-
sources to defend themselves. For instance, they main-
tain a poor ratio of IT staff to non-technical staff [17], do not
conduct vulnerability assessments [2] and do not adopt so-
lutions aimed at improving their cybersecurity [29]. Findings
from the 2018 report by the Public Interest Registry indicate
that CSOs rarely have access to purpose-built systems and
instead, tend to use commodity tools that are not tailored
to their needs and elevated risk profiles [14]. For instance,
58% of surveyed CSOs use Facebook messenger, which
is not encrypted by default, to communicate sensitive infor-
mation [14]. Although recent attempts have been made to
design security solutions that offer sufficient protection for
CSOs [3, 20], they often fail to capture the needs, practices
and mental models of their intended users [25, 22].

One could try to dismiss cyberattacks against civil soci-
ety and elevated-risk users as “edge cases” that deserve
less attention than more sophisticated technical attacks,
or threats that affect broader user populations. However,
there are several reasons why understanding the context in
which CSOs operate is essential. First, employees working
for CSOs constitute a sizeable proportion of the popula-
tion. In the US alone, they account for 11.4 million jobs or
10.3% of the non-public sector employment [1]. Second,
as most civil society groups employ standard tools used by
millions of users [14], while their online risks are amplified
compared to the general population, this particularly vulner-
able population could be considered “extreme users” [13].
Therefore, understanding the way in which CSO employees
use mainstream tools could reveal more insight on usability
and security issues that might be overlooked in the stud-
ies with typical user communities. Such insights will help
to improve the design of technology for the average use-
case as well. For instance, enabling key security choices
by default in popular platforms would improve the security
outcomes both for the high-risk and the average users. Fi-
nally, cyberattacks that target CSOs today are precursors of
threats that could affect broader user groups tomorrow [28].
Understanding how to protect against such threats for the
high-risk users would, therefore, also confer security for the
average users.

Security and Privacy Behavior
The main goal of our study is to better understand cyber-
security culture and practices in CSOs to improve their
resilience to cybersecurity attacks. Drawing on previous
work that collected qualitative data from journalists [26], ac-
tivists [22], and humanitarian workers [19] and several theo-
ries of human behavior [27, 5, 16], we establish key factors
that affect the attitudes and intentions of CSO employees
to engage in protective behavior. These theories have been



used to explain a wide range of behaviors, including behav-
iors relevant to information security, such as compliance
with information security policy [18, 31, 9], backing up per-
sonal data [11], and security behaviors aimed at protecting
home computers [6]. We adapt the scales used to measure
constructs from Protection Motivation Theory and Theory
of Planned Behavior from the literature on organizational
security policy compliance [18, 9]. Our proposed research
model is shown in Figure 1.

Furthermore, we want to understand which security and
privacy threats pose the highest perceived risk among the
employees of civil society groups. Based on our personal
experience of working with CSOs and prior work [26, 22,
19], we identify the following seven threats: phishing, mal-
ware, online harassment, online reputation attack, physical
device compromise, surveillance, and attacks on online
services. We assess the respondents’ risk perception of
each of these risks, and their self-reported risk mitigation
strategies for one of these risks chosen at random. We also
present our list of risk mitigation strategies to understand
whether the respondent is familiar with each of the strate-
gies and if so, whether they actively make use of them.

Methodology
In this section, we discuss our methodology in more de-
tail, bringing attention to aspects of our research design
that allow us to collect data from CSO employees without
compromising their safety and privacy. We hope that this
discussion will benefit other researchers who use survey-
based methods to collect information about vulnerable pop-
ulations.

Survey Design
We conduct an online survey to collect information about
the attitudes, intentions, and existing practices of CSO em-

ployees. Apart from the usual questionnaire design consid-
erations (e.g. designing scales to measure the constructs,
minimizing survey response time, improving the usability of
the online interface, etc.), we need to ensure that individual
and organizational privacy is completely preserved. This is
essential, as connecting certain demographic information
and specific behaviors to individual employees could not
only compromise their personal safety but also pose risks to
other employees and the entire organization. Furthermore,
managers or colleagues at the same organization could
also use the revealed questionnaire responses against the
employee in question. While guaranteeing complete confi-
dentiality of data transmitted over the internet is impossible,
we minimize the possible risks to participants by taking the
following steps:

Collecting data anonymously. We do not collect any
personally-identifiable information from the respondents,
including any device or network identifiers (e.g. IP address).
We minimize the number of demographic and organization-
specific questions, make them optional, and ensure that
any individual response containing such information is vis-
ible only to the researchers. Moreover, we analyze and
present these responses only in aggregate form to prevent
any correlational inferences. This is especially important to
us, as we do not want to compromise the anonymity of our
survey participants through combinations of their responses
to different questions. We inform the respondents about
our data collection practices and data retention policies in
the consent form, highlighting the most relevant parts on a
separate page. Although anonymous surveys have some
disadvantages over confidential ones, it is crucial for us to
ensure that CSO employees do not face any additional risks
as a result of participating in our study.



Using anonymity-preserving incentive strategies. As
the completion time of our survey is around 15-20 minutes,
we want to provide incentives to increase response rates
and the quality of responses. As we are not assigning any
identifiers to the survey participants, we cannot follow-up
with them to provide any direct compensation. Instead, at
the end of the survey respondents can select one of three
charities, to which we will proportionally donate our com-
pensation budget at the end of the study. We believe that
such an incentive strategy increases the quality of the col-
lected data without compromising the anonymity of the re-
spondents.

Target Population
One of the major difficulties in researching vulnerable com-
munities is the problem of locating and recruiting partici-
pants, as the researchers often need existing connections
and time to establish trust. We conduct survey-based re-
search focusing on CSOs based in the US but not targeting
any specific sector or cause in order to observe inter-group
differences and understand which segments of the civil so-
ciety might perceive themselves to be particularly vulnera-
ble to security and privacy risks.

Recruitment. As part of the Center for Long-Term Cyber-
security at UC Berkeley, we provide cybersecurity support
to a number of civil society groups, which allows us to gain
first-hand experience of the problems and issues that oc-
cur within these organizations. Although useful for initial
survey design, the number of employees at these organiza-
tions would be insufficient to collect quantitative data. For
this reason, we partner with TechSoup, a nonprofit that pro-
vides technical support and tools to other nonprofits and
that operates an international network of nonprofits. This
network includes around 300,000 nonprofits based in the
US, and TechSoup sends periodic announcements and up-

dates to members of their network via email newsletters.
We used one of these periodic email newsletters to dis-
tribute our survey through an anonymous link embedded
in a banner shown in Figure 2 (the number of newsletter
subscribers also guarantees anonymity for each respon-
dent). We avoid explicitly mentioning cybersecurity in the
recruitment text and consent form and, instead, we debrief
the respondents about the purpose of our study after the
survey is completed. This is done to avoid priming partici-
pants about security and privacy, potentially leading them
to perceive their risk to cybersecurity threats higher than it
actually is. Using an email newsletter for survey distribution
also enables us to disseminate key findings among the par-
ticipants without recording their identities. We believe that
this will inform and benefit the respondents, and provide an
additional method of compensation for their time and effort.

Limitations
So far we have already performed a pilot study, in which we
collected 100 responses as part of our scale development
process. For the pilot study, however, we recruited partic-
ipants through Prolific Academic crowdsourcing platform
and provided monetary compensation for their participation.
After conducting the pilot survey, we also included ques-
tions regarding mitigation strategies, as we believe that it
is essential to understand existing practices alongside at-
titudes and intentions. As of now, we collected responses
of around 200 employees of civil society groups, but the
uptake is slow. We believe reasons might include the differ-
ence in populations between the pilot and main study and
the lack of direct monetary incentives. We are planning to
make adjustments to our survey to decrease response time
and search for more ways to reach our target population.



Conclusion
We employ survey-based methods to understand cyberse-
curity culture and practices at CSOs, their perceived risks of
different threats and their self-reported mitigation strategies.
We design the survey to balance achieving our research
goals with preserving the anonymity of participants. This
includes not collecting any information from respondents,
employing incentive strategies that do not require any iden-
tifiers, recruiting participants and disseminating key findings
anonymously using email newsletter lists with a large num-
ber of subscribers. We believe that these approaches will
preserve the quality of collected data without compromising
the safety and anonymity of respondents.
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Appendix A: Research Model

Figure 1: Research model showing variables affecting intention to engage in security and privacy behavior.

Appendix B: Recruitment Banner

Figure 2: Recruitment banner used as an invitation to participate in the survey.
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