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A B S T R A C T   

Nudges are simple and effective interventions that alter the architecture in which people make choices in order to help them make decisions that could benefit 
themselves or society. For many years, researchers and practitioners have used online nudges to encourage users to choose stronger and safer passwords. However, 
the effects of such nudges have been limited to local maxima, because they are designed with the “average” person in mind, instead of being customized to different 
individuals. We present a novel approach that analyzes individual differences in traits of decision-making style and, based on this analysis, selects which, from an 
array of online password nudges, would be the most effective nudge each user should receive. In two large-scale online studies, we show that such personalized 
nudges can lead to considerably better outcomes, increasing nudges’ effectiveness up to four times compared to administering “one-size-fits-all” nudges. We regard 
these novel findings a proof-of-concept that should steer more researchers, practitioners and policy-makers to develop and apply more efforts that could guarantee 
that each user is nudged in a way most right for them.   

1. Nudge Me right: personalizing online security nudges to 
people’s decision-making styles 

When it comes to improving people’s decisions, nudges—changes in 
choice architecture that predictably influence decisions (Thaler & Sun-
stein, 2008) —have been shown to be effective across important do-
mains such as finance (e.g., Cai, 2019), health (Quigley, 2013), 
education (Damgaard & Nielsen, 2018), ethics (e.g., Bazerman & Gino, 
2012), privacy and security (Acquisti et al., 2017; Collier, 2018) and 
more (e.g., Szaszi, Palinkas, Palfi, Szollosi, & Aczel, 2018). A nudge is 
any aspect of the choice architecture that alters people’s behavior 
without a) forbidding or adding any relevant options or b) significantly 
changing their economic incentives (Hansen, 2016). Prominent exam-
ples include using defaults to auto-enroll people to pension plans (Car-
roll, Choi, Laibson, Madrian, & Metrick, 2009) or to register for organ 
donation (Johnson & Goldstein, 2003); adding traffic-light labels to food 
products to encourage healthier eating (VanEpps, Downs, & Loewen-
stein, 2016); asking people for pre-commitments to increase their future 
savings (Thaler & Benartzi, 200A) or their charitable giving (Breman, 
2011); using prompts and reminders to increase vaccination rates 
(Milkman, Beshears, Choi, Laibson, & Madrian, 2011) or savings 

(Barlan, McConnell, Mullainathan, & Cinman, 2016); presenting fuel 
and energy efficiency as relative costs to encourage pro-environmental 
choices (Camilleri & Larrick, 201A); comparing households’ electricity 
consumption to social norms to curb energy consumption (Costa & 
Bahn, 2013), and many more. Such, and many other nudges are now 
being effectively used at scale by many governments and public in-
stitutions (Drganisation de Coop!erationet de & D!eveloppement Econo-
miques, 2017), and garner considerable support from the public in many 
countries (e.g., Reisch & Sunstein, 2016). The notion of nudging argues 
that, instead of relying on strict policies of mandates, bans, and sanc-
tions, one can sometimes achieve better results if the desired choice is 
made easier, more attractive, socially desirable and given at the correct 
timing (The Behavioral Insights Team, 201A). 

In the past years, researchers in the computer security community 
have been exploring nudges to promote better online security decision- 
making, such as using website privacy policy indicators, password 
strength meters, and others (Acquisti et al., 2017). Currently, though, 
computer security mitigations take a one-size-fits-all approach: every 
user sees the same messaging, regardless of their individual differences. 
However, the high variance among users (in risk aversion or technical 
proficiency, for example) and between situations (e.g., at home vs. in the 
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workplace) is liable to weaken the efficacy of such an “average user” 
approach. No single security messaging has indeed been shown to deter 
most users from engaging in risky behavior. For example, compliance 
rates for security warnings are often quite low, despite significant 
progress being made (e.g., Akhawe & Felt, 2013; Reeder et al., 2018). 
Research has also found significant individual differences in computer 
security (Jeske, Coventry, Briggs, & van Moorsel, 201A; Malkin, Mathur, 
Harbach, & Egelman, 2017) and privacy (Egelman & Peer, 201I, pp. 
16–28) behaviors, and has argued for the personalization of nudges in 
that domain. 

The problem of nudges (or other interventions) being administered 
only according to averages in a “one-size-fits-all” approach is not limited 
to computer security. A particular nudge may have a strong positive 
effect on some individuals, but smaller, insignificant, or even negative 
effects on others, for whom a different nudge may be more effective. For 
example, Halpern (2016) describes a field experiment aimed to increase 
tax report rates using letters stressing social norms of neighborhoods’ 
payment rates. While successful for most tax-payers, this approach 
caused a negative reaction among the top IJ of debtors, who held the 
largest debts (Halpern, 2016). Similarly, Costa and Bahn (2013) found 
that a social norms intervention to reduce electricity bills affected only 
liberal households (compared to conservatives). Thus, it appears that 
nudges’ effects are confined to local maxima determined by the pop-
ulations’ heterogeneity. 

In marketing, the emblematic solution to address consumer hetero-
geneity is typically personalization (see, e.g., Vesanen, 2007). Person-
alization includes a range of marketing techniques ranging from 
identifying customers’ segmented needs to morphing a website based on 
cognitive style inferred from users’ clickstream (Hauser, Erban, Liberali, 
& Braun, 2009), often at the expense of consumers’ privacy (e.g., 
Chellappa & Sin, 200I). Because nudges are aimed to increase in-
dividuals’ welfare, using personalization techniques to provide the 
best-fitting nudges to different people should be favored, from a 
managerial and policy perspective, whenever possible. Indeed, several 
scholars have already stressed the importance of targeting nudges in 
general (e.g., Goldstein, Johnson, Herrmann, & Heitmann, 2008; Sun-
stein, 2013). In the computer security domain, Shillair et al. (201I) also 
found significant interactions between users’ traits (e.g., personal re-
sponsibility) and the type of intervention used to enhance users’ online 
safety behavioral intentions. Based on that, they recommended that, in 
the future, intervention strategies should match the user’s characteris-
tics in order to maximize their potency. However, to date, only a few 
researchers tried to rise to that challenge and test such approaches 
experimentally. 

An exception can be found in a study that showed how advertise-
ments were evaluated more favorably if they were personalized to 
consumer’s personality profile (Hirsh, Bang, & Bodenhausen, 2012). 
Namely, participants’ purchasing intentions following an ad were found 
to be higher if the ad highlighted a personality trait on which they scored 
high. This may be the case when advertisements attempt to increase 
hypothetical purchasing intentions. Nevertheless, this approach requires 
tailoring the persuasive message to the target consumer’s characteris-
tics. Alternatively, it is possible that a stronger outcome could be ach-
ieved if existing nudges, which have already been shown to work on 
average, are deliberately given only to the specific groups of individuals 
on which they are expected, ex ante, to yield a positive effect, while 
other groups would receive different nudges or be treated differently. In 
other words, personalization could be more effective if it is directed at 
selecting a nudge from a pool of existing nudges. In this we offer to 
distinguish between personalizing the nudge (e.g., adding the recipient’s 
first name to the nudge’s message) vs. personalizing which nudge (e.g., 
assigning different kinds or versions of nudges to different individuals), 
and focus our study on the latter. 

Testing this kind of nudge personalization could be possible in de-
cision situations in which different nudges are sometimes used in par-
allel to achieve the same goal. Dne area in which nudges are used 

regularly and in diverse methods, and could provide the adequate test-
bed to explore nudge personalization, lies in the domain of cybersecurity 
and, specifically, the area of online computer security. Specifically, re-
searchers and practitioners have developed various nudges that are 
aimed at encouraging users to create and use stronger passwords on 
their computers and online services. This specific, yet ubiquitous, area 
could be where personalized nudging may have great potential, and thus 
we focused our research on nudges aimed at encouraging online users to 
create more secure passwords. Based on the literature in this area, we 
focused on five password nudges that are either often used or frequently 
researched:  

1) Password Meter: Visual display of real-time feedback regarding the 
password’s strength (Er et al., 2012). Egelman, Sotirakopoulos, 
Muslukhov, Beznosov, and Herley (2013) found that password me-
ters can increase password strength by approximately 30J on 
average, compared to a control condition.  

2) Crack-Time: Quantitative feedback of how long it would take a 
hacker to crack the password (Wheeler, 2016). Vance, Eargle, Dui-
met, and Straub (2013) found that participants given this nudge 
selected stronger passwords than those who got a regular password 
meter.  

3) Social: Comparing the password’s strength to social norms (i.e., the 
strength of the user’s password relative to others on the system) 
Egelman et al. (2013) found that this comparison can increase 
password strength by approximately 32J on average, compared to a 
control condition.  

A) CHBS (Correct Horse Battery Staple): Suggesting that users create 
passwords by concatenating a series of words together. Shay et al. 
(2012) showed this nudge can significantly increase the strength of 
password people choose, as well as increase their degree of accurate 
recall after time.  

I) Insertion: Suggesting that users randomly insert numbers and special 
characters into their chosen passwords. Forget, Chiasson, van Dor-
schot, and Biddle (2008) showed that giving this nudge to users can 
increase their password’s strength by 10J–6IJ, depending on how 
many new characters are inserted, without it increasing the number 
of errors users made when trying to recall their password. 

All of these password nudges are, basically, persuasion messages 
advising people how to choose better passwords. They can be regarded 
as nudges because they alter key aspects of the choice architecture in 
which users are asked to create their passwords online. Specifically, the 
first password meter and social nudges do so by making specific infor-
mation available and salient, and present that information in a specific 
manner that affects users’ decisions. Namely, they provide users with a 
better sense of how strong (or weak) the password they are creating is, 
and also provide a dynamic feedback on how changes in the password 
(e.g., adding a special character) can enhance it. Importantly though, 
these nudges do not restrict users’ choices (like security policies do) and 
thus fit the basic definition of nudges (Thaler & Sunstein, 2008). The 
crack-time nudge goes one step beyond the regular meters and provides 
a novel measure of how strong the password is, also highlighting the risk 
of an attacker cracking a weak password quicker and easier. The other 
two nudges, CHBS and Insertion, work somewhat differently as they do 
not provide feedback on the user’s chosen password but, rather they 
provide users with simple heuristics on how they could easily generate 
strong passwords. These heuristics try to prevent users from the habit of 
using memorable or previously used passwords that might be weaker, 
and they make use of people’s tendency to follow simple heuristics 
(which the nudges provide). By this, CHBS and Insertion fit newer and 
more nuanced definitions of nudges (Hansen, 2016). Even though other 
password nudges exist (e.g., Renaud & Cimmermann, 2019), we focused 
on these selected sub-set of password nudges to examine how they could 
be personalized by assigning different users to different password 
nudges. 
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Whereas previous research on personalizing persuasion messages 
focused on personality traits (e.g., Hirsh et al., 2012), we posited that 
when nudges are used to influence people’s actual choices and decisions 
(and not mere intentions), a better fit could be achieved when person-
alizing the nudge according to individual traits that relate to decision 
making (e.g., Appelt, Milch, Handgraaf, & Weber, 2011; Egelman & 
Peer, 201I, pp. 16–28). We thus focused on individual differences in 
decision-making styles that can be measured using validated scales from 
the decision-making literature and have been found to moderate peo-
ple’s Gudgment and decision-making in certain situations, and were thus 
expected to be potential candidates for personalization.  

1) General Decision-Making Style (GDMS, Scott & Bruce, 199I) - how 
individuals approach decision situations, including tendencies for 
rational, avoidant, dependent, intuitive, and spontaneous styles of 
decision-making, each measured on a sub-scale in the GDMS. The 
GDMS has been extensively used and was found, among other things, 
to predict the type of advice people prefer to receive (Dalal & 
Bonaccio, 2010).  

2) Need for Cognition (NFC, Cacioppo, Petty, & Feng Bao, 198A) - 
people’s tendency to engage in high thought-effort tasks. NFC was 
found to moderate reactions to framing effects (Smith & Levin, 1996) 
and message persuasion effects (Cacioppo, Petty, & Morris, 1983).  

3) Consideration for Future Consequences (CFC, Strathman, Gleicher, 
Boninger, & Edwards, 199A) - the extent to which people consider 
distant versus immediate consequences of potential behaviors. CFC 
has been found to predict, for example, the extent to which people 
take on risk (Cimbardo, Beough, & Boyd, 1997), which could be 
highly relevant to decisions about cybersecurity and password 
strength.  

A) Numeracy (Peters et al., 2006) - people’s basic quantitative skills, as 
measured using simple arithmetic questions that have been exten-
sively developed and researched. Numeracy is a known predictor of 
decisions under risk (e.g., Reyna, Nelson, Han, & Dieckmann, 2009). 

Based on the evidence of these scales’ predictive ability of actual 
decision-making, we found these scales as potential candidates to cap-
ture individuals’ heterogeneity in responding to password nudges, 
which would make them promising measures for personalization of the 
nudges. 

We performed two large-scale online experiments to evaluate the 
effects of personalized password nudges vs. using one-size-fits-all 
nudges. We first performed an exploratory study to examine how the 

effectiveness of the different password nudges correlates with the 
decision-making measures. We considered all these traits to be potential 
moderators, but did not formulate specific hypotheses about the exact 
relationships between the traits and the different nudges. Based on the 
relationships we did find, and specifically because we considered all of 
them as exploratory, we then performed another study in which we 
targeted nudges at the individuals we hypothesized would be most likely 
to benefit from each nudge. For this second study, we predicted that (a) 
decision-making style would consistently predict the effectiveness of the 
different nudges and, critically, (b) that personalizing which nudge is 
given to which individual would result in increased effectiveness of the 
nudges. Data files for both studies can be found at https:HHosf.ioHnAh36. 

Fig. 1 visually illustrates the workflow of developing and testing 
nudge personalization, as was applied in the current studies: Study 1 
included an experimental test of the nudges and a measurement of the 
traits, enabling analyses of the nudge by trait interactions. Study 2 again 
measured the traits (on a new sample), and used the estimations of 
predicted effects of the nudges (from Study 1) on individuals with 
different profiles of traits, to personalize the assignment nudges and 
then to experimentally apply and test the effectiveness of the person-
alization of the nudges on passwords’ strength. 

2. Method 

Participants. We recruited 207A participants (I2J males, Mage ¼
36.7, SD ¼ 11.I) from Amazon’s Mechanical Turk platform. Participants 
could take part if they lived in the E.S., had an approval rate of at least 
9IJ on previous tasks (as recommended by Peer, Vosgerau, & Acquisti, 
201A) and had completed an initial questionnaire, which involved 
completing the GDMS and NFC Scales. Due to the exploratory nature of 
this study, we recruited such a large sample in order to make certain 
enough power is obtained to detect the interactions between the nudges 
and the decision-making scales. A sensitivity power analysis, using 
G*Power software, showed that for an 80J power and alpha ¼ 0.0I 
(two-tailed) this sample could detect an effect size as small as f ¼ 0.1. 

Design and procedure. Participants role-played a scenario in which 
they were asked to change the password for an email account. We told 
participants that the new password they create will also be used a week 
later to access the second stage of the study, for which they will receive a 
bonus payment. Passwords created during similar role-playing studies 
have been shown to be representative of passwords users create in the 
real world (Fahl, Harbach, Acar, & Smith, 2013; Bomanduri et al., 
2011). Nonetheless, because people often re-use existing passwords 
when asked to create them for studies (Egelman et al., 2013), all par-
ticipants received a message stating that their chosen password was too 
weak, and that a new one would need to be selected, accompanied by 
one of the nudges. Control participants also received this message. Fig. 2 
shows illustrations of the Control condition and the different password 
nudges. We did not enforce any minimum requirements (e.g., mandating 
characters or a minimum length). After participants created the new 
password, they filled out the Consideration for Future Consequences 
(CFC) scale (Strathman et al., 199A). 

Dne week later, we sent invitations to participants to take part in a 
follow-up study. Dut of the 207A participants, 1A7 (7J) did not com-
plete the second stage of the study. Additionally, we disqualified 103 
(IJ) responses that had duplicate IP addresses, retaining a final sample 
of 182A participants. We gave participants three attempts to enter the 
passwords they had previously created, after which they were auto-
matically allowed to proceed, regardless of what they entered. Then, 
participants filled out the Numeracy scale (Peters et al., 2006). We paid 
participants ESK0.I0 for completing the first stage (creating a password) 
and ESK2 for completing the second stage (returning a week later). 

The internal validity (Cronbach’s α) of the decision-making measures 
was high for all scales: NFC ¼ 0.9AA; GDMS: Intuitive ¼ 0.8A6, Depen-
dent ¼ 0.837, Rational ¼ 0.763, Avoidant ¼ 0.91I, Spontaneous ¼
0.8A3; CFC ¼ 0.89A; Numeracy ¼ 0.61I (after removing item L7 due to 

Fig. 1. Workflow of developing and testing nudge personalization, as applied 
in the studies. 
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low variance). 

3. Results 

We examined the strength of the passwords participants (N ¼ 18A2) 
created after being asked to strengthen their passwords (i.e., post- 
nudge), comparing the four nudges and the control. We quantified 
password strength by an algorithm that uses a neural network to esti-
mate the number of guesses it would take to crack a given password 
(Melicher et al., 2016). Given the extremely high variance of this metric, 
we log-transformed guess numbers. Dur primary focus was on the in-
teractions between traits and nudges, and we thus did not compare the 
overall effectiveness of the different nudges and first analyzed only the 

interactions of the nudges with the traits. Esing the five scales of the 
decision-making traits, we analyzed each trait by nudge interaction 
using the Johnson-Neyman technique (Preacher, Curran, & Bauer, 
2006). This technique uses bootstrapping methods to identify the “re-
gions of significance”—ranges of trait values where the effect of each 
nudge on password strength is statistically significant. We applied this 
technique to each combination of nudge and trait separately and 
compared them to the control condition. This allowed us to examine the 
moderation effects of each trait on each nudge’s effectiveness. 

Dur analyses uncovered significant moderation effects of traits on 
nudges. Fig. 3 shows how, for example, the password meter nudge was 
positively effective only for participants who had a relatively low CFC 
score or a relatively high score on the GDMS–Dependent Scale. As 

Fig. 2. Password creation page design and the password nudges used in the studies.  

Fig. 3. Moderating effects of decision-making traits on password nudges.  
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another example, the effect of the social norm nudge was limited to 
those in the middle of the NFC Scale. 

Table 1 details the values for the regions of significant moderation of 
the effect of the nudges, with a 9IJ confidence interval. For CHBS and 
Crack-Time, all traits showed significant moderation; for the Meter 
nudge, the CFC and GDMS–Dependent Scales showed significant 
moderation; for the Social nudge, NFC showed significant moderation; 
none of the traits was found to moderate the effects of the Insertion 
nudge. Figs. A and I show significant moderation effects for the Crack- 
Time and CHBS nudges, within a 9IJ confidence interval, respectively. 

Note: The cyan-colored areas show the region of trait values in which 
the nudge effect was statistically significant (p < 0.0I), with a 9IJ 
confidence interval range around the slope of the nudge in the values of 
the trait. 

Although our focus was on the post-nudge password user created, we 
also examined their initial passwords. Looking at the overall sample, we 
found no statistically significant differences between the strength of the 
initial pre-nudge passwords between the conditions (Bruskal-Wallis χ2 

¼ I.I09, p ¼ 0.3I7, for both the raw or logged-standardized scores). As 
expected, we did find differences in the post-nudge passwords’ strength 
between conditions (Bruskal-Wallis χ2 ¼ A7.727, p < 0.001), as well as 
the change in strength pre- and post-nudge (Wilcoxon Signed Ranks test 
p < 0.001) for each condition. What this means is that passwords 
increased in strength after a nudge (including in the Control condition), 
though some nudges resulted in significantly greater effects than others. 

We also examined individual differences in the strength of participants’ 
initial passwords to determine whether users with highHlow trait values 
provide stronger or weaker passwords than their counterparts. A mul-
tiple regression analysis on the standardized logged score of initial 
password strength, revealed significant differences (F (3,1129) ¼ I.I21, 
p < 0.001, R2 ¼ 0.012) based on the measured traits. The strongest 
predictor of initial password strength was the GDMS-intuitive score that 
showed a negative correlation (β ¼"0.09, p ¼ 0.01). NFC (β ¼ 0.07, p ¼
0.03) and numeracy (β ¼ 0.0A, p ¼ 0.0A) were positively correlated with 
password strength. We found no significant interactions between these 
predictors. To summarize, users with higher numeracy or need for 
cognition, or lower reliance on intuition, chose stronger initial 
passwords. 

We also checked whether the strength of the passwords participants 
entered could indicate that they regarded the task seriously, as if it is a 
real password creation situation. To do so, we compared the strength of 
all post-nudge passwords in our study to the strength of passwords in 
several leaked databases, scoring the password strength using the 
zxcvbn library. Fig. 6 shows the cumulative frequency of passwords 
being cracked in our dataset against four leaked databases from Ashley 
Madison, MouPorn, PHP Bulletin Board, and RockMou. As can be seen in 
Fig. 6, the password strength of our dataset was somewhat stronger than 
those in the leaked databases, suggesting our participants indeed 
regarded the password creation task seriously and entered realistic 
passwords. 

As part of our analysis, we also tested the rate of recall of passwords 
between conditions. Across the participants who returned in our follow- 
up task a week later (Phase Two), we examined how many could 
remember the passwords that they created for the first part of the study. 
Dverall, across all 182A participants, 61.A7J could successfully 
remember their passwords a week later, which is consistent with prior 
work (e.g., Bomanduri et al., 2011). We conducted a chi-square test to 
evaluate whether the recall rates varied across conditions. We found that 
the p-value was not significant at the 0.0I level (χ2 ¼ 3.A7, p ¼ 0.63), 
indicating that participants’ recall rates were, on average, consistent 
across conditions. To test whether individual differences in the 
measured traits moderated recall levels, we ran a binary logistic 
regression with recall as the dependent variable, and the nudge group 
and trait measures as the predictors. We found that certain traits showed 
a main effect on recall levels: higher numeracy led to higher recall (β ¼

Table 1 
Regions of significant moderation for each nudge in each trait. Numbers in the 
columns indicate the thresholds on the scale of each trait above, below or be-
tween which the effect of each nudge on password strength was statistically 
significant (p < 0.0I). Values are confined to the possible range of the scale.   

Meter Crack Time Social Norms CHBS 

Numeracy  >8.I9  >6.29 
CFC <3.68 2.11, A.1  >1.92 
NFC  3.02, I.2 3.I, A.18 1.A1, I.71 
GDMS:     
-Intuitive  2.79, A.63  <I.1A 
-Dependent >3.A1 2.79, I.7  >2.1 
-Rational  3.63, A.8I  >2.68 
-Avoidant  1.96, I  <I.6A 
-Spontaneous  >2.11  <A.3I  

Fig. !. Significant moderation effects of traits on the crack-time nudge.  

E. Peer et al.                                                                                                                                                                                                                                     
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0.09I, SE ¼ 0.0A2, p ¼ 0.023); higher dependent GDMS led to lower 
recall (β ¼ "0.21, SE ¼ 0.079, p ¼ 0.007); and higher spontaneous 
GDMS led to lower recall (β ¼"0.2A2, SE ¼ 0.082, p ¼ 0.003). However, 
we did not find any significant interaction between any of the traits and 
the nudges. This suggests that while some nudges had different effects 
on different users in terms of password strength (as presented earlier), 
this differential impact did not cause users to create more or less 
memorable passwords between nudges. 

Dverall, the results of this study suggest that decision-making style 
scales can be used to personalize and customize the nudges that would 
be presented to different individuals having different values for these 
traits. Specifically, it shows that if individuals’ scores on one, some, or 
all of these traits are known, these scores could be used to predict which 
password nudge would result in the most optimal effect, i.e., the indi-
vidual increasing the strength of his or her password. However, these 
findings only represent correlations, and not causal relationships and 
should be regarded with care. We designed our next study to validate the 
predictions made by the moderation analyses of decision-making styles 

on the nudges’ effectiveness. 

!. Method 

Participants. We recruited 11A6 participants from Mechanical Turk 
for the study. Participants had to have a greater than 9IJ approval rate, 
reside in the ES, and did not participate in Study 1. We found that 21I 
did not respond correctly to an attention check question, leaving 931 
valid responses. A sensitivity power analysis, using G*Power software, 
shows that for an 80J power and alpha ¼ 0.0I (two-tailed) this sample 
could detect an effect size f as small as 0.1. 

Design and procedure. We invited participants to complete the psy-
chometric scales from Study 1 (GDMS, NFC, CFC, Numeracy). After 
these were completed, participants became eligible to participate in the 
main task, and were invited to do so on a later date. As in Study 1, we 
asked participants to role-play creating a password for an email service. 
Instructions suggested that the newly created password may be needed 
for a follow-up task; however, unlike in Study 1, we did not perform a 
follow-up task. 

Esing Monte-Carlo simulations based on the distributions of traits 
and effect sizes from Study 1, we computed for each participant the 
nudge that would be expected to produce the highest effect on the 

Fig. ". Significant moderation effects of traits on the CHBS nudge.  

Fig. #. Password strength in Study 1 sample (labeled “Nudge”) vs. existing 
records of leaked databases. 

Fig. $. Median and Mean Password Strength Between the Conditions (error 
bars show 9IJ confidence intervals around the means). 
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password strength of this participant, based on the participant’s com-
bined scores in the decision-making style scales. We focused on two of 
the more commonly used nudges: The Password Meter and the Crack- 
Time nudge. We allocated participants to three conditions. In the Con-
trol condition, participants were only told that their chosen password 
was weak and that they should choose a stronger one. In the Random 
condition, participants were randomly assigned to either the Crack-Time 
or Meter nudge, irrespective of their values on the decision-making 
scales. In the Personalized condition, participants received the nudge 
that was expected to produce the largest effect on their password 
strength, based on their scores on the decision-making scales. Dur sim-
ulations estimated that the Crack-Time nudge would be optimal for 8IJ 
of the sample, whereas the Meter nudge would be optimal for 1IJ of the 
sample. Consequently, we oversampled participants into the Personal-
ized condition so that a minimum number of participants would receive 
each nudge. 

". Results 

We found that the mean password strength was highest for partici-
pants in the Personalized condition, compared to both the Control and 
Random conditions, F (2, 920) ¼ I.201, p ¼ 0.006 (see Fig. 7). A planned 
contrast test of the Personalized vs. Random and Control conditions 
showed that the mean increase was statistically significant: p < 0.001. 
Additional analyses showed that the effect was mostly concentrated in 
the Crack-Time nudge, in which the difference in password strength 
between the Personalized and Random conditions was statistically sig-
nificant, p ¼ 0.009, whereas it was not statistically significant with the 
Meter nudge (see Fig. 8). The effect of the personalized nudge was also 
tested against the group of participants who were in the Random con-
dition but only received the better of the two nudges – the Crack-Time 
nudge. This allowed us to compare how a personalized nudge would 
perform against the best-known nudge in this situation. We again found 
that a personalized nudge led to stronger passwords compared to those 
who received the “best” nudge, log standardized M ¼ 1A.22 vs. 12.61 
(SD ¼ 6.93, 6.7A), t (I86) ¼ 2.3A, p ¼ 0.02, 9IJ CIdiff ¼ 0.26, 2.96. 
Medians were also statistically different between these two groups 
(13.09 vs. 12.06), Mann-Whitney U test p ¼ 0.02. 

To quantify the effect size of personalizing the nudge, we employed 
the perspective of a realistic computer attacker and calculated the me-
dian amount of time and money it would take an attacker to crack 
passwords under the different conditions, based on the guess numbers 
estimated by the neural network (see details in the Appendix). As 
Table 2 shows, the median attack time was A.2 times longer in the 
Personalized condition compared to the Random condition. Impor-
tantly, the difference between the Personalized and Random condition 

was larger than the difference between the Random and Control con-
ditions: the attack time is only 2.8 times longer between these two 
conditions, and the attack cost is only 1.2 times larger compared to the 
Control. This means that, in this case, the relative marginal impact 
gained by using a personalized nudge was almost two times larger 
compared to the relative impact gained Gust by using a nudge. 

#. %eneral discussion 

Personalizing nudges based on people’s decision-making style 
resulted in passwords that, on average, quadrupled the resources (of 
either time or money) needed for an attacker to hack the password, 
compared to when personalization was not applied (or ten times harder 
to crack compared to when no nudge was given). While previous 
research either tested individual differences in nudge effectiveness post 
hoc (e.g., Costa & Bahn, 2013) or was satisfied in measuring the cor-
relations between different types of messages to individual differences 
(e.g., Hirsh et al., 2012), our study is the first, to the best of our 
knowledge, to systematically test and compare the effectiveness of 
personalizing nudges, in the special yet ubiquitous domain of online 
password nudges. 

Dur findings show that personalizing nudges is not a small endeavor 
and requires certain steps for its successful implementation. First, one 
has to collect several nudges that have already been shown to be 
effective. In parallel, one has to identify individual traits and scales that 
could interact significantly with the effectiveness of these nudges. This 
we did in Study 1, which showed how correlations between existing 
password nudges and individual differences in decision-making styles 
could be used in order to identify profiles based on the specific re-
lationships found. Esing these profiles, one then needs to run simula-
tions that could provide predictions on which nudges to administer to 
the different profiles identified. This we did in Study 2, where we 
showed that when such relationships are well-defined and used to 
determine, ex ante, which individual receives which nudge, the result is 
a substantial improvement in the effectiveness of the nudge, compared 
to when the same nudge is given in a one-size-fits-all approach. Because 
the relationships found in the first steps (Study 1) might be spurious or 
coincidental, the latter steps of experimentally testing the marginal 
benefits of personalization (Study 2) are critical, and we thus regard 
both studies as necessary steps for the such of the personalized nudges 
approach. 

These findings have clear implications for both researchers and 
practitioners of nudges, within and beyond the fields of cybersecurity. 
Esing our approach and the methodology we outline and test in our 
studies, the design, evaluation and implementation of nudges can be 
considerably improved to maximize effectiveness. This approach seems 
most feasible in the domain of online nudges, where individuals’ details 
could be collected and used to customize and personalize the nudges 
they receive. In such domains, nudge personalization can reach far 
beyond online security and password strength into important areas of 
health, savings, environmental protection, and more. For example, in 
the area of savings, a large field study showed that using a default 

Fig. &. Mean Password Strength for Crack-Time and Meter Nudges, When 
Given Randomly vs. Dptimally to Participants. 

Table 2 
Attack time and cost estimates for average passwords generated under each 
condition (see Appendix for calculation details).  

Condition Attack time Attack cost (ESK) 

MedianH10 
instances 

MedianH100 
instances 

Median Mean 9IJ 
Epper CI 

Control 6.66 0.67 K 16,299 K 1:98#
1020  

K 2:8I#
1020  

Random 18.A9 1.8I K A9,260 K 2:17#
1022  

K 3:A8#
1022  

Personalized 7A.27 7.A3 K 
181,80A 

K 1:96#
1022  

K 2:38#
1022   
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allocation in the online tax form, ES tax-payers could be nudged to 
pledge some of their annual tax return for savings (Grinstein-Weiss, 
Russell, Gale, Bey, & Ariely, 2017). Given the large amount of relevant 
financial information provided by the applicant on that same tax form, it 
is highly likely that the default allocation amount could have been 
personalized to fit each individual, encouraging them to save more, 
while still keeping enough for spending. 

Important caveats, however, must be considered before applying 
nudge personalization. First, we do not mean to advocate the use of 
personalized nudges in any situation. Specifically, for the area of com-
puter security, we are hesitant to recommend their use every time users 
are asked to create passwords. That is because if every website would 
nudge users to construct the strongest possible passwords, users might 
be less likely to remember all of their passwords from the different web 
sites. Furthermore, current best practices suggest that users should not 
be choosing passwords at all, but instead using password managers to 
automatically generate random unique passwords for each service. 
Second, as the news about Facebook and Cambridge Analytica has 
shown us, individuals’ personal, and sometimes sensitive, data are 
already being used for personalization of less benevolent interventions. 
For nudge personalization, users’ information (e.g., traits) must be 
available or users’ trait scores implicitly inferred from observations of 
their behaviors (Bosinski, Stillwell, & Graepel, 2013; Matz, Bosinski, 
Nave, & Stillwell, 2017). To preserve privacy, such information must be 
stored in trusted locations on users’ devices or browsers, so that the 
information about users’ traits or scores will never be revealed to in-
termediaries or third parties, and can be used effectively and securely for 
nudge personalization. Nevertheless, in situations where personal in-
formation is already being collected and stored (such as the examples 
mentioned above), this information should be used in a manner that 
could increase consumers’ welfare, thereby somewhat mitigating the 
harm to privacy caused by collecting and storing consumers’ personal 
information. 

Even more broadly, nudge personalization raises important ethical 
considerations that must be taken into account by policy makers. It is not 
clear, ex-ante, when and how should nudges be personalized to achieve 
different outcomes and further research and theoretical development is 
necessary in order to establish a framework or guidelines on when, how 
and to what extent should nudges be personalized or not. Like any other 
persuasion method, personalized nudges might also be used in sinister 
motives by less-benevolent or less-democratic governments or organi-
zations (for example, to reduce instead of increase voting rates). People 
with low income, for example, could be particularly vulnerable to 
nudges personalized to take advantage of their cognitive scarcity which 
has been found to hamper their optimal decision-making abilities 
(firN2013, MullainathanNandNShafirN2013, Mullainathan & Shafir, 2013). 
As should be the case with almost any public policy, nudge personali-
zation must also undergo scrutinized evaluations to show that it indeed 
leads to better outcomes and improved welfare compared to the alter-
natives of deploying only one “average” nudge, or not nudging at all. 

Dur research suggests that personalization of nudges holds out 
promise of being able to better the welfare of individuals in several re-
spects. First of all, as already demonstrated, it can increase the overall 
effectiveness of the nudge. But more than that, it may also help mitigate 
the risks of harming the welfare of some sub-groups in the population. In 
fact, even when a nudge shows an average positive effect in the overall 
sample, this average may comprise of many combinations of effect sizes 
different in magnitude and direction in different sub-groups: some 
groups could be less affected by the nudge, some groups could be 
indifferent to the nudge, and some groups could even be negatively (and 
even strongly so) affected by the nudge. In the latter case, it is obvious 
that using the nudge could be obGectionable from a managerial and 
policy perspective as causing unintended consequences on, for example, 
a minority or under-protected group in the organization or the society. 
Research to date has generally neglected to consider such effects of 
heterogeneity, but that does not mean they do not occur or could not 

manifest in the future. Dur approach of personalizing nudges according 
to people’s individual traits ensures not only that the different in-
dividuals are nudged in the way most appropriate for them, but that 
other individuals would be kept safe from harmful effects of a certain 
nudge, if and when such harms might occur. 

To conclude, we argue that, based on our findings, managers and 
policy makers should shift their focus away from homogeneously 
deploying nudges in one-size-fits all approaches. Instead, efforts should 
be directed at developing policies that would ensure different in-
dividuals receive different nudges in a way that is most effective for each 
one of them. This is no small feat, and solving the above challenges 
requires a fair amount of coordination among researchers, practitioners, 
managers and policy makers. However, we are confident that this goal is 
a critical step forward in the development and application of nudges and 
behavioral public policy to improve people’s decisions and welfare. 
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,ppendi.. ,ttack time and cost calculations in *tudy 2 

To estimate the resistance of passwords against a realistic attacker, 
we estimate the time and cost of guessing the median password within 
each condition. Given that the one-way cryptographic hash-function 
that is used to protect user passwords at rest on a server is not broken 
in itself, the best strategy for the attacker is to guess what the password 
could be, apply the same hash function and compare the output to the 
password hash obtained in a data breach. How many guesses it will take 
an attacker to crack a given password is estimated by the neural network 
password strength estimator described in the paper. We use these guess 
numbers for each condition as the basis to compare the strength of the 
passwords obtained under our experimental modifications. The median 
number of guesses for the final passwords per condition in our sample 
were as follows: Control ¼ 1.11 # 10O12; Random ¼ 3.07 # 10O12; 
Dptimal ¼ 12.3A # 10O12. 

To simulate a realistic attacker, we assume access to a number of the 
largest (p3.16xlarge) Amazon Web Services GPE instances, which cost 
K10.2 each per hour with a long-term contract (see: https:HHaws.ama 
zon.comHec2Hinstance-types). Benchmarks estimate that version A.0.0 
of hashcat can calculate about 192,300 password hashes with 100,000 
rounds of PBBDF2-HMAC-SHA2I6 on one of those instances. Given the 
number of guesses for each password under the conditions and guessing 
ability per server instance, Table 2 shows the amount of time and money 
the attacker would have to invest to crack the median password. Given 
the nature of Amazon Web Services, the attacker could horizontally 
scale the attack using approximately the same amount of money. We, 
therefore, argue that attack cost is currently the main limiting factor for 
dedicated attackers. We provide attack time as a reference for attackers 
that have free access to limited server resources and are thus limited in 
time. 
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